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Abstract This is the first in a pair of papers that aim to provide a compre-

hensive analysis of the semantic phenomenon of distributivity in natural

language. This paper investigates and formalizes different sources of covert

distributivity. Apart from lexical distributivity effects, which are modeled

by meaning postulates, phrasal distributivity is captured via two covert

operators: (i) a D operator distributing over atoms only (Link 1987), and

(ii) a cover-based Part operator, which can also distribute over nonatomic

pluralities under contextual licensing (Schwarzschild 1996). The resulting

theory surpasses accounts in which nonatomic distributivity is freely avail-

able, or not available at all; furthermore, it correctly predicts differences

between lexical and phrasal nonatomic distributivity. D and Part are refor-

mulated in Neo-Davidsonian algebraic event semantics, so that they apply

to event predicates and make the sum event available for further modifi-

cation by arguments and adjuncts. This paves the way for an account of

the context-dependency of distributivity phenomena under for-adverbials,

which improves on theories that predict indefinites to either always or never

covary with for-adverbials. The paper and its companion include an explicit

proposal for the compositional process in event semantics.
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Lucas Champollion

1 Introduction

This paper presents a theory of covert distributivity that focuses on the
distinction between lexical and phrasal distributivity and advocates a middle
road in the debate on whether distributivity is atomic or nonatomic. I suggest
a reformulation of the classical definition of distributivity operators and
propose to expand their use into the temporal domain. This is one of two self-
contained papers that can be read individually but that form a coherent whole.
The purpose of these papers is to bring together several strands of research
on semantic and pragmatic phenomena in order to provide a comprehensive
analysis of distributivity in natural language. This paper focuses on covert
distributivity. Its counterpart focuses on overt distributivity; I will refer to it
as Champollion 2016.

Covert distributivity as I will talk about it in this paper is diagnosed by
the ability of indefinites or numerals in object position to covary in a way
that is generally attributed to a covert verb-phrase-level modifier called the
D operator (Link 1987, Roberts 1987). The meaning of this kind of operator
is either similar to the adverbial modifier each or it corresponds to some-
thing like each salient part of, where salience is a context-dependent notion
(Schwarzschild 1996). For an overview of the major empirical phenomena
related to distributivity, see also Champollion to appear: §2.

The ambiguity between distributive and scopeless readings in English
can be modeled by assuming that the D operator is optionally present as a
silent verb phrase modifier whose syntax and meaning correspond to that of
adverbial each. For example, (1a) represents a scopeless reading and (1b) a
distributive reading. I use the term scopeless to refer both to collective and
cumulative readings. The distinction between these two readings does not
matter for this paper. See Landman 2000 for discussion.

(1) a. The boys saw two monkeys.
≈ The boys between them saw two monkeys. scopeless

b. The boys [D [saw two monkeys]].
≈ The boys each saw two monkeys. distributive

This paper makes both technical and empirical contributions to semantic
theory. The main technical contribution of this paper is a reformulation of
distributivity operators that makes them compatible with Neo-Davidsonian
algebraic event semantics (Davidson 1967, Parsons 1990, Krifka 1989a, 1998).
This reformulation makes it possible to draw on the resources of event
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semantics in order to formally model the relations between distributivity
over individuals and over events and times in a parallel way. Moreover,
it makes it possible to draw on the resources of algebraic semantics and
mereology in order to formally model the relations between distributivity
over atoms and over nonatomic entities like time intervals in a parallel way.

The main empirical contribution of this paper is a unified theory of covert
atomic and nonatomic distributivity, over individuals and over temporal
intervals, at the lexical and at the phrasal level. Nominal and temporal distri-
butivity have not previously been related. Here I understand distributivity as
involving the application of a predicate to the members or subsets of a set,
or to the parts of an entity (individual, event, or interval). This application is
diagnosed by the presence of what I call distributive entailments. An example
of distributivity in the nominal domain was already given in (1b); here is
another one:

(2) The girls are wearing a black dress. (Winter 2001)

This example involves distributivity because on its most plausible interpreta-
tion it entails that each of the girls in question wears a (different) black dress.
Thus the predicate wear a black dress is applied to the members or parts of
the set or collective denoted by the girls. The fact that the predicate includes
an indefinite, a black dress, makes it especially easy to diagnose the presence
of distributivity, since in the absence of a universal quantifier, a distributivity
operator needs to be postulated in order to explain why this indefinite can
covary, that is, can be interpreted as involving reference to more than one
dress in total.

At this point, two caveats need to be made. First, distributive readings
with definite plurals taking scope over singular indefinites are somewhat
marked and not always easily available (Dotlačil 2010, Champollion to appear).
Second, to the extent that we admit strange models in which several girls
can wear the same dress, for example if the dress is very large, the predicate
wear a black dress does not have to be interpreted distributively. I will set
these two points aside in the following discussion.

There has been a longstanding debate about whether and to what extent
distributivity over nonatomic entities, or “genuine plural quantification” (Link
1987), ever occurs (Link 1987, Gillon 1987, 1990, Lasersohn 1989, Schwarz-
schild 1996, Winter 2001, Kratzer 2007). Here is a preview of the argument
developed in Schwarzschild 1996. Schwarzschild argues that the distributi-
vity operator should be modified to allow for nonatomic interpretations in
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a limited set of circumstances, essentially whenever there is a particularly
salient way to divide a plural individual into parts other than its atoms. Here
is an example. Shoes typically come in pairs, so a sentence like (3) can be
interpreted as saying that each pair of shoes costs fifty dollars, as opposed
to each shoe or all the shoes together.

(3) Context: 3 pairs of shoes are on display, each pair with a $50 tag
The shoes cost fifty dollars. (Lasersohn 1998)

Since the numeral fifty dollars covaries with pairs of shoes rather than with
shoes, this example is generally taken to involve nonatomic distributivity.
The presence of this kind of interpretation depends on contextual factors.
For example, it is not part of the meaning of sentence (3) itself that shoes
typically come in pairs. Verb phrases can only be interpreted as distributing
over nonatomic entities if there is supporting context or world knowledge
that makes these nonatomic entities pragmatically salient. In the absence of
this support, verb phrases must distribute over atoms or not at all, as the
following example shows.

(4) John, Mary, Bill, and Sue were paid fifty dollars.
(based on Lasersohn 1989)

This example can be interpreted as saying that the four people in question
were each paid fifty dollars, or that they were paid fifty dollars together.
Out of the blue, nonatomic interpretations are not available. For example, in
a scenario where each of the four people in question was paid twenty-five
dollars, the sentence is false, even though there are ways to group the four
people into pairs such that each pair was paid a total of fifty dollars.

Schwarzschild (1996) suggests that the difference between (3) and (4)
is due to the lack of a contextually salient partition or cover in the latter
case. He models this by making the distributivity operator anaphoric on
such a cover, and renaming it the Part operator. In this paper, I adopt this
strategy and extend it to the temporal domain, to create a parallel between
the discussion of nominal and temporal nonatomic distributivity. The parallel
can be illustrated by the following pair of examples:

(5) a. John found a flea for ten minutes / for a month.
b. The patient took two pills for a month and then went back to one

pill.
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The ten-minute variant of (5a) is from Zucchi & White 2001, while (5b) is based
on observations in Moltmann 1991. Out of the blue, examples like these two
are odd, and seem to suggest that the same flea is found repeatedly and the
same pills are taken repeatedly. Thus, Zucchi & White give their example
two question marks, and describe it as not acceptable unless understood
iteratively. Iterative interpretations can improve such examples, but they
require special contexts. At least in the case of (5b), it is easy to find such
a context. For example, (5b) is acceptable in a hospital context where the
patient’s daily intake is salient. It does not require any pill to be taken more
than once. In the case of (5a), finding such a context is harder, particularly
for the ten-minute variant.

I will argue that this diagnoses verb-phrase-level distributivity, and that
it is caused by the presence of a temporal analogue of the Part operator
discussed above. The contribution of this operator in example (5b) can be
paraphrased as every day. The operator takes scope over the verb phrase take
two pills but under the for-adverbial. The month-long interval introduced by
the for-adverbial plays the same role vis-à-vis the distributivity operator as
the collective individual denoted by the shoes does in example (3).

I will contrast this theory with an alternative view, on which the covaria-
tion in (5b) is due to the for-adverbial itself, and no distributivity operator
is present in examples like it. On that alternative view, the for-adverbial is
interpreted as a universal quantifier meaning something like at each relevant
point during a month, as has been suggested at various times in the liter-
ature (Dowty 1979, Moltmann 1991, Deo & Piñango 2011). I will argue that
for-adverbials cannot be interpreted as universal quantifiers, since out of
the blue they do not induce covariation in indefinites they outscope — see
(5a) — except when an overt distributive quantifier intervenes. This is shown
in example (6), adapted from Zucchi & White 2001, where a multiple-fleas
interpretation is readily available:

(6) John found a flea on his dog every day for a month.

In examples where the “same-object” and “different-objects” interpretations
are both plausible, a similar contrast can be observed. In (7a), one golf ball
must have been hit and retrieved repeatedly, while in (7b) it is also possible
that each time a different ball was hit (Zucchi p.c. to van Geenhoven 2005):

(7) a. Jim hit a golf ball into the lake for an hour.
b. Jim hit a golf ball into the lake every five minutes for an hour.
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I will account for the contrast between (5a) and (6), and analogously for the
contrast between (7a) and (7b), by claiming that the temporal distributivity
operator cannot occur in the former, and that every day or every five minutes
plays its role in the latter. This requires an explanation of why the operator
is not able to occur in (5a) or (7a) out of the blue. I will suggest that its
(in)ability to occur is due to a contextual factor: it is anaphoric on a salient
set of stretches of spacetime, in the same way as the nonatomic distributivity
operator in (3) is anaphoric on a salient set of shoes.

While the topic of this paper is covert distributivity, the topic of Cham-
pollion 2016 is overt distributivity, as manifested in adverbial each and its
adnominal and determiner counterparts both in English and other languages
(Zimmermann 2002). The meanings of these items varies in ways that some-
times require them to distribute over individuals (such as in the case of each)
and in other cases allow them to distribute over salient parts of spacetime
(such as in the case of German jeweils). The main claim of Champollion 2016
is that the D operator relates to the Part operator in the same way as each
relates to jeweils. Thus, overt and covert distributivity share many similari-
ties. This gives rise to similar questions in the two cases. Can a distributivity
operator only distribute down to singular entities or also to plural entities?
Do these entities need to be of a certain size or “granularity”, and can this
size vary from operator to operator? Must these entities have been overtly
mentioned in the sentence and thereby contributed by semantic means, or
can they also be supplied by the context via pragmatic means?

A unified semantic analysis of distributivity should make it apparent
which aspects of the meanings of various distributivity operators are always
the same, and along which dimensions these meanings can differ. I will
explain the fact that the various overt and covert distributivity operators
share some part of their meanings. To do so, I will view distributivity as
the property of a predicate which, whenever it holds of a certain entity or
event, also holds of its parts along a certain dimension and down to a certain
granularity. I have previously developed and defended this view at length
under the name of strata theory (Champollion 2010b, 2015a,b, 2017). Going
beyond distributivity, strata theory has applications in the domains of aspect
and measurement. Here, I focus on distributivity. Strata theory conceptualizes
dimension and granularity as parameters which can be set to different values
for different instances of distributivity. The dimension parameter takes a
(partial) function as its value. It specifies the domain in which the predicate
in question is distributed. For the purpose of this paper, different settings of
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this parameter will allow us to capture the commonalities and differences
between distributivity over discrete (count) domains and distributivity over
domains involving continuous dimensions, such as time and mass domains.
The granularity parameter takes a predicate as its value. It is used to specify
that the parts in question must be atomic, or that they can be nonatomic
but must be very small as measured along the specified dimension. This
parameter accounts for the differences between distributive constructions
over discrete and continuous domains. The two parameters interact with
each other against the background of assumptions about the metaphysics
of natural language. For example, I assume that time is nonatomic, or in any
case that it does not make its atoms available to the semantics of natural
language. As a result, when the dimension parameter is set to time, the
granularity parameter cannot be set to Atom, because time does not provide
any atoms to distribute over.

As will become clear, this understanding of distributivity provides several
theoretical advantages. First, by understanding distributivity as parametrized
for granularity, we gain a new perspective on the debate between proponents
of atomic and cover-based formulations of distributivity operators. The
atomic distributivity operator of Link 1987, Roberts 1987, and Winter 2001
corresponds to one setting of the granularity parameter, and the nonatomic
distributivity operator of Schwarzschild 1996 corresponds to another setting.
Following Schwarzschild, I will assume that there is a distributivity operator
whose granularity parameter is anaphoric on its context and can only be set
to a nonatomic value when context supports a salient granularity level.

Second, by understanding distributivity as parametrized for dimension,
we gain the technical ability to distinguish agent-based from theme-based
distributivity and the like (Lasersohn 1998). Indeed, not only thematic roles
like agent and theme can be considered dimensions, but also trace functions
like runtime and location. We can therefore instantiate the dimension pa-
rameter of distributivity with time, or more specifically, with the temporal
trace function τ that maps events to their runtimes (Krifka 1998). Given the
assumption that time and space are nonatomic, we expect that this should
only be possible when the granularity parameter of the distributivity operator
is set to a nonatomic value, which in turn should require context to provide
a salient granularity. I will argue that such contexts indeed exist, although
they are rare. One example is the hospital context in which (5b) was to be
understood. I show that the corresponding phenomenon has already been
noticed in the literature on aspect. Through parametrized distributivity, the
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asymmetry between the atomic domain of individuals and the nonatomic
domain of time allows us to explain the scopal behavior of for-adverbials.
If the distributivity operator is easily available only when its granularity is
atomic, then it is expected not to be easily available in the temporal domain
of for-adverbials.

The Neo-Davidsonian event-semantic setting also gives us the ability to
think of overt and covert distributivity operators as being (co)indexable with
different thematic roles. This allows us to capture through a simple change
in indexation the kinds of configurations that have otherwise been taken
to require type-shifting-based reformulations of the D operator (Lasersohn
1998):

(8) a. The first-year students [D [took an exam]]. Target: agent
b. John [D [gave a pumpkin pie]] to two girls. Target: goal

As I discuss in Champollion 2016, this phenomenon has a direct counterpart
in examples like (9) and (10), which involve adnominal each (Zimmermann
2002, Blaheta 2003):

(9) The boys told the girls two stories each. Target: agent
(two stories per boy)

(10) The boys told the girls two stories each. Target: goal
(two stories per girl)

The theoretical picture that is developed here provides a way to formalize
such parallels across instances of distributivity in natural language. Individual
items can be analyzed as being hardwired for certain parameter values,
so that, for example, the difference between Link’s and Schwarzschild’s
operators, as well as that between each and jeweils, can be described in
terms of whether the value of the granularity parameter is prespecified to
Atom or can be filled in by context. In this way, overt and covert instances of
distributivity fit together and into distributivity theory more generally.

The rest of this paper is organized as follows. In Section 2, I review the
literature on covert distributivity in the nominal domain, focusing on the
atomic distributivity operator introduced in Link 1987 and Roberts 1987.
Nonatomic distributivity is discussed in Section 3, where I present the non-
atomic distributivity operator introduced in Schwarzschild 1996, summarize
the literature on the topic, and describe my own view. The question of how
to adapt distributivity operators into event semantic frameworks, such as
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the one adopted here, is discussed in Section 4. In that section, I argue for
a specific way to do so, which I argue in Section 5 to be superior to a pre-
vious proposal by Lasersohn (1998). I outfit the D and Part operators with
dimension and granularity parameters. When the dimension parameter of
the reformulated Part operator is set to time, the result induces covariation
of indefinites over salient stretches of time. Section 6 builds on this result
and provides an account of the limited ability of covariation by indefinites in
the scope of for-adverbials. Section 7 summarizes and concludes.

2 Atomic distributivity

Let me now present the theory of atomic distributivity initiated by Link (1987)
and Roberts (1987), and further developed by subsequent authors. I start here
with the atomic distributivity operator D as originally defined by Link and
Roberts, and the motivation that led to it. In the next section, I focus on the
nonatomic distributivity operator Part as originally defined by Schwarzschild
(1996). The discussion here takes inspiration from Winter 2001, Chapter
6, which in turn builds on Link 1987, Roberts 1987, and others. For other
introductions to the same topic, see also Schwarzschild 1996, Chapter 6; Link
1997, Section 7.4; and Champollion to appear, Section 2.

Distributivity can be understood, among other things, as a property of
predicates, in opposition to collectivity. Certain lexical predicates (that is,
predicates that consist of just one word) such as smile, and certain phrasal
predicates (that is, predicates that consist of several words, typically a verb
and an object) such as wear a black dress, are distributive: whenever several
people smile or wear a black dress, this entails that each of them smiles or
wears a black dress. The distinction between lexical and phrasal predicates
that have distributive interpretations will be important throughout this paper.
To highlight this distinction, from now on I will speak of lexical distributivity
when there is a single word that is understood distributively, and I will
speak of phrasal distributivity when a phrase that consists of more than one
word is understood distributively. As the following examples show, we find
distributive and collective interpretations in both classes of predicates:

(11) Lexical distributivity/collectivity

a. The children smiled. distributive
b. The children were numerous. collective

(12) Phrasal distributivity/collectivity
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a. The girls are wearing a black dress. distributive
b. The girls are sharing a pizza. collective

Distributivity and collectivity can be given operational definitions in terms of
entailments or lack thereof; for details, see Champollion 2010b and Champol-
lion to appear. Sentence (11a) entails that each child smiled, while sentence
(11b) does not entail that each child was numerous. Similarly, sentence (12a)
entails that each girl wears a different dress, but sentence (12b) does not
entail that the girls ate different pizzas.

The distinction between lexical and phrasal distributivity is similar to the
P/Q-distributivity distinction introduced in Winter 1997, 2001. Winter uses
the term P-distributivity (where P stands for predicate) to refer to those cases
of distributivity which can, in principle, be derived from some property of the
verb involved. Q-distributivity (Q for quantificational) refers to cases where
this approach is not possible because the distributive predicate contains
an indefinite or numeral quantifier, as in (12a). In order for (12a) to entail
that each girl wears a different dress, the entire verb phrase, including its
object, must be distributed over the girls. This means that the entire verb
phrase wear a black dress and not just the verb wear must be regarded as
distributive. In this verb phrase, the quantifier is introduced by a separate
word, so this is a case of phrasal distributivity. The difference between lexical
and phrasal distributivity corresponds to the difference between what can
and what cannot be ascribed to the lexical semantics of the verb. It is possible
to ascribe the difference between (11a) and (11b) to the meaning of smile and
be numerous. The difference between the distributive interpretation in (12a)
and the collective interpretation in (12b) is of a different kind, since it involves
a scopal ambiguity. Accounts that are based only on lexical semantics cannot
model Q-distributivity, and therefore cannot model phrasal distributivity,
because they cannot create a scopal dependency between the definite subject
and the indefinite object. For more details, see Winter 2001: §3.2, 6.1.

The standard account of distributivity, which I will adopt here too, is
based on classical extensional mereology. For an overview of the axioms and
linguistic applications of mereology, see Champollion & Krifka 2016. Briefly,
we assume that the domain of individuals is ordered by a parthood relation
≤, which is assumed to be a partial order. (Other domains such as events and
temporal intervals that will be introduced later are assumed to come with
their own analogous parthood relations.) Abbreviating ∃z[z ≤ x ∧ z ≤ y]
as x ◦y (“x overlaps y”), we can now define the notion of sum, intuitively
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as that which you get when you fuse together a collection of entities (Tarski
1935):

(13) x =
⊕
P

def= ∀y[P(y)→ y ≤ x]∧∀z[z ≤ x → ∃z′[P(z′)∧ z ◦ z′]]
(An entity x is the sum of a set of entities P if and only if everything
in P is a part of x and every part of x overlaps with something in P .)

Given that ≤ is a partial order, sums can be shown to be least upper bounds
with respect to ≤ (Tarski 1935, Hovda 2009). I have written

⊕
P for the

mereological sum of all entities to which P applies; some authors write σ
instead of

⊕
. We can see

⊕
as the generalization of a binary operation x⊕y ,

which corresponds to the case where P applies only to the two entities x
and y . This operation ⊕ can be shown to be associative, commutative and
idempotent.

Within the mereological framework, the usual way to model Q-distributi-
vity is to introduce a covert distributive operator in the logical representation
so that the indefinite can take scope at two different places with respect
to it. This is the purpose of the D operator postulated by Link (1987) and
Roberts (1987). It shifts a verb phrase to a distributive interpretation, more
specifically, one that holds of any individual whose atomic parts each sat-
isfy the unshifted verb phrase. (The operator goes back to Link 1991, which
was written before Link 1987. See Roberts 1987: 157 for discussion.) This D
operator is usually defined as follows.

(14) Link’s D operator
�D� = λPλx∀y[y ≤ x ∧Atom(y)→ P(y)]
(Takes a predicate P over individuals and returns a predicate that
applies to any individual whose atomic parts each satisfy P .)

Here, the variable x is resolved to a plural entity, typically provided by
the subject, and y ranges over its atomic parts, that is, those parts of x
which have only themselves as parts. These atomic parts intuitively stand
for the singular individuals of which x consists. The operator introduces
a universal quantifier, and it is the scopal interaction of this quantifier
with the indefinite inside a Q-distributive predicate that accounts for the
covariation effects. For example, if the verb phrase wear a black dress is
represented as λx∃z[black(z)∧dress(z)∧wear(x, z)], the meaning of (12a)
can be represented in a way that places it in the scope of the universal
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quantifier introduced by the D operator. Here and below, I write
⊕

girl for
the sum of all girls, the plural individual that corresponds to the girls.

(15) ∀y[y ≤Atom

⊕
girl→ ∃z[black(z)∧ dress(z)∧wear(y, z)]]

(Every atomic part of the sum of all girls wears a black dress.)

The D operator is able to apply to entire verb phrases and not just to lexical
predicates. It is this property that allows it to account for phrasal distributi-
vity (Dowty 1987, Roberts 1987, Lasersohn 1995). Moreover, at least Roberts
1987 allows the D operator to apply to any predicate, whether it is a verb
phrase or not. For example, it may apply to a predicate that has been de-
rived by λ-abstraction over a nonsubject predicate in order to derive an
interpretation of (16) where each of two girls received a pumpkin pie:

(16) John gave a pumpkin pie to two girls.
(two girls) D[λx. John gave a pumpkin pie to x] (Roberts 1987)

This approach involves an otherwise unmotivated structure or perhaps an
application of quantifier raising, and is criticized for this reason by Lasersohn
(1998), whose own proposal is the topic of Section 5 in this paper. The need
for the D operator to be able to target noun phrases other than the subject is
an important point, and I return to it in Section 4. As we will see, my own
implementation deals with nonsubject predicates by parameterizing the D
operator for different thematic roles. But first, I turn to a review of nonatomic
distributivity.

3 Nonatomic distributivity

In Section 2, I presented the atomic view on distributivity. This view assumes
that phrasal distributivity involves universal quantification over atomic parts
of the plural individual, that is, over singular individuals. On this view, the
distributive reading of a sentence like The girls are wearing a black dress is
equivalent to The girls are each wearing a black dress. The indefinite a black
dress covaries with respect to a covert universal quantifier that ranges over
individual girls. This view is defended in Lasersohn 1995, 1998, Link 1997,
and Winter 2001, among others. By contrast, the nonatomic view holds that
phrasal distributivity involves universal quantification over certain parts of
the plural individual, and that these parts can be nonatomic. Variants of this
view are defended in Gillon 1987, 1990, Verkuyl & van der Does 1991, van der
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Does & Verkuyl 1996, Schwarzschild 1996: Chapter 5, Brisson 1998, 2003, and
Malamud 2006a,b. This section presents and motivates the nonatomic view.

Section 1 mentioned examples like (3) (The shoes cost fifty dollars), where
context can make nonatomic interpretations available. This kind of example
is discussed in Schwarzschild 1996. There, Link’s distributivity operator is
modified so that it is no longer restricted to distribute over atoms. The
nonatomic view is based on sentences like the following, which is adapted
from Gillon 1987:

(17) Rodgers, Hammerstein, and Hart wrote musicals.

This sentence plays on a particular fact of American culture: neither did the
three composers it mentions ever write any musical together, nor did any of
them ever write one all by himself. However, Rodgers and Hammerstein wrote
the musical Oklahoma! together, and Rodgers and Hart wrote the musical On
Your Toes together. On the basis of these facts, the sentence is judged true
in the actual world, although it is neither true on the collective interpretation
(since no musical was written by the three composers together) nor on an
“atomically distributive” interpretation (since it is not true that each of them
wrote any musical by himself).

An early argument for the nonatomic view was given as follows (Gillon
1987, 1990): in order to generate the reading on which (17) is true, the pred-
icate wrote musicals must be interpreted as applying to nonatomic parts
of the sum individual to which the subject refers. This view is generally
implemented with the concept of a cover. In a set-based representation of
plural individuals, covers are like partitions of a set except that their cells
can overlap. Formally, a set C is a cover of a set S if and only if C is a set
of nonempty subsets of S whose union is S. Translated to a mereological
setting, a set C is a cover of a plural entity x if and only if C is a set of parts
of x whose sum is x.

Cover-based approaches modify the distributivity operator by relaxing the
“atomic part” condition and by quantifying over nonatomic parts of a cover of
the plural individual (Schwarzschild 1996). The first cover-based approaches
assumed that the cover can be existentially quantified by the operator that
introduces it. In an eventless setting, this assumption can be implemented by
a distributivity operator such as (18). On this view, the denotation of sentence
(17) can be represented as (19). This formula is verified in the actual world
by the existence of the cover {rodgers ⊕ hammerstein, rodgers ⊕ hart}. The
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condition y ≤ x in (18) is redundant given that C is required to be a cover of
x; it is included only for clarity.

(18) Nonatomic distributivity operator, existentially bound cover
�D∃� = λPλx∃C[Cov(C,x)∧∀y[C(y)∧y ≤ x → P(y)]]

(19) ∃C[Cov(C, rodgers ⊕ hammerstein⊕ hart) ∧
∀y[C(y)∧y ≤ x → y ∈ �wrote musicals�]]

Existentially bound covers are not a good way to model phrasal distributivity,
because they overgenerate readings. These can be described as halfway
between collective (or cumulative) and distributive readings, and they are
sometimes called intermediate readings. I call them nonatomic readings. For
example, suppose that John, Mary, Bill, and Sue are the teaching assistants,
that each of them taught a recitation section, and that each of them was paid
$7,000 last year. Then sentences (20a) and (20b) are both true (Lasersohn
1989). This is as expected on the atomic approach. Sentence (20a) is true on its
distributive reading, and sentence (20b) is true on its collective or cumulative
reading. But sentence (20c) is false, even though the cover {j ⊕m,b ⊕ s}
would verify it if it was represented using the D∃ operator in (18). That
is, sentence (20c) does not have a nonatomic reading. (While Lasersohn’s
scenario involved only three individuals, I have added a fourth, in order to
sidestep the question of whether nonatomic readings allow for overlap.)

(20) a. The TAs were paid exactly $7,000 last year. distributive
b. The TAs were paid exactly $28,000 last year. collective
c. The TAs were paid exactly $14,000 last year. *nonatomic

Giving up the existential cover-based operator D∃ in (18) explains why sen-
tence (20c) is false, because without this operator, there is no way to generate
a nonatomic reading for this sentence. However, sentence (17) does have a
nonatomic reading, so giving up D∃ requires an alternative account of this
reading and the inferences we can draw from it. Here it is important to note
that not every inference requires an operator to account for it. For example,
the inference from “The TAs have money” to “Each TA has money” does not
require a nonatomic distributivity operator because it follows from the as-
sumptions that have is distributive and money has divisive reference (Cheng
1973, Krifka 1989b).

Lasersohn (1989) proposes to account for the nonatomic reading of (17)
through the use of lexical meaning postulates like (21):
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(21) ∀x1x2y1y2[(write(x1, y1)∧write(x2, y2))→ write(x1⊕x2, y1⊕y2)]
(Whenever x1 writes y1 and x2 writes y2, x1 and x2 write y1 and y2.)

This meaning postulate can be generalized to the assumption that the mean-
ings of all verbs are cumulative, or in other words, closed under (pointwise)
sum formation. This is a common and well-motivated assumption in event
semantics, at least for Germanic languages (Scha 1981, Schein 1986, 1993,
Lasersohn 1989, Krifka 1989b, 1992, Landman 1996, 2000). Following Kratzer
2007, I will refer to this assumption as lexical cumulativity.

Cumulativity is assumed to be a property of all verbs, but not of all verbal
constituents. Lexical meaning postulates like (21) differ from distributivity
operators in that they are taken to apply only to verbs, and not to verb phrases
or larger constituents. Following Kratzer 2007, and contra Sternefeld 1998
and Beck & Sauerland 2000, I will not generalize the cumulativity assumption
from verbs to arbitrary constituents, as this would make it difficult to model
the difference between lexical and phrasal distributivity. (In fact, it may
even be necessary to prevent cumulativity from freely applying at the level
of the verb. This free application amounts to the assumption that iterative
interpretations come for free at that level (Kratzer 2007). By various measures,
iterative interpretations lead to higher processing costs even at the level of
the verb (Deo & Piñango 2011). If verb-level iterative interpretations are due to
lexical cumulativity, these costs are unexpected; for relevant discussion, see
Champollion 2013. In this paper, I set aside the question of how to account
for higher processing costs of iterative interpretations at the verb level. In
Section 6, I briefly discuss a different kind of processing cost that occurs at
the level of the verb phrase.)

Lasersohn’s meaning postulate ensures that when a cumulative verb, such
as write, combines with a cumulative object, such as musicals, the result is a
cumulative verb phrase. Thus when there are two entities — individual people
or sums — that each qualify as write musicals, so does their sum. Given what
is sometimes called the inclusive view of the plural (which I will adopt),
write musicals literally applies to entities who wrote one or more musicals
(Krifka 1989b; Sauerland, Anderssen & Yatsushiro 2005; Spector 2007). Such
entities include the sum rodgers ⊕ hammerstein and the sum rodgers ⊕ hart,
and via (21), the sum individual rodgers ⊕ hammerstein⊕ hart, of which (21)
entails that it wrote the sum individual oklahoma⊕ on.your.toes. This plural
individual qualifies as musicals. (Sentence (17) conveys that more than one
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musical in total is written. This can be explained for example by modeling
this information as a scalar implicature (Spector 2007, Zweig 2008, 2009).)

Even with the meaning postulate in place, a noncumulative object that
combines with a cumulative verb will not generally yield a cumulative verb
phrase. Thus, the two sums rodgers ⊕ hammerstein and rodgers ⊕ hart each
satisfy the truth conditions of write a musical, but in the absence of a
cover-based distributivity operator, their sum does not. Indeed, the following
sentence, unlike (17), is false in the actual world (Link 1997):

(22) Rodgers, Hammerstein, and Hart wrote a musical.

If a cover-based operator like (18) was available in the grammar, that operator
would predict (22) to be true in the actual world. Lasersohn and many others
conclude from this and similar examples that the atomic approach to phrasal
distributivity is superior to covers (e.g., Winter 2001).

However, some sentences do require cover-based operators (Gillon 1990,
Schwarzschild 1996). They typically involve special contexts in which a spe-
cific cover is salient. This is where the shoe example in (3) comes in, repeated
here as (23).

(23) The shoes cost fifty dollars. (Lasersohn 1998)

This sentence can be interpreted with respect to a cover whose cells each
contain a matching pair of shoes. The relevant reading is nonatomic because
it asserts that each pair of shoes costs fifty dollars and these pairs are
nonatomic parts of the denotation of The shoes. (I assume that pairs of shoes
only occur in the denotation of shoes as proper sums, not as atoms, because
This is a shoe cannot be uttered to describe a pair of shoes, and because
somebody who owns one pair of shoes cannot answer How many shoes do
you own? by One.) The reading is not atomically distributive because it does
not assert that each shoe costs fifty dollars, and it is not collective because it
does not assert that all the shoes taken together cost that much. By contrast,
no cover is salient for example (24), and so it can only mean that each suitcase
weighs fifty pounds or all of them together do so.

(24) The suitcases weigh fifty pounds.

In the nonatomic reading of (23) above, the quantifier introduced by the object
takes scope under the distributivity operator. Unlike the relevant reading
of sentence (17), this scopal dependency cannot be captured by a meaning
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postulate like (21). Schwarzschild 1996 models the context dependency of
this kind of reading by assuming that the distributivity operator (which he
renames Part, to set it apart from Link’s D operator) contains a free cover
variable whose value is supplied anaphorically by context. I will represent
this variable as a subscripted C .

(25) Schwarzschild’s nonatomic distributivity operator, free cover
�PartC� = λPλx∀y[C(y)∧y ≤ x → P(y)]

The difference between D and Part amounts to a division of labor between
semantics and pragmatics. Semantics accounts for atomic phrasal distribu-
tivity, and pragmatics for nonatomic phrasal distributivity. Schwarzschild
assumes that C is restricted through a pragmatic mechanism to be a cover
over x, but he prefers not to write this condition into his operator.

The introduction of a pragmatic component into the analysis of what
had previously been treated as a purely semantic phenomenon is discussed
and justified at length in Schwarzschild 1996. Relevant evidence comes from
sentences like (26):

(26) The young animals and the old animals were separated.
(Schwarzschild 1996: 44)

This sentence typically entails that the young animals were separated from
the old animals but that each of these two groups stayed together. This
suggests that the verb phrase be separated is distributed down to the level
of these two groups and not all the way down to individual animals. At
this point, a proponent of atomic distributivity might argue that the reason
that the verb phrase is able to apply at this intermediate level is that the
two groups of animals are in fact atoms. The two conjuncts might then be
analyzed as involving group-forming operators that map each of the two
pluralities of animals to an atom. This route is taken by Landman 1989.
Schwarzschild rejects this approach and argues for the essentially pragmatic
nature of nonatomic distributivity by pointing out that the inference down
to groups is cancellable. The following sentence leaves it open exactly how
the animals were separated, a fact that is unexpected on the group-based
analysis:

(27) The young animals and the old animals were separated, but not
necessarily by age.
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Schwarzschild assumes that the but-clause in (27) prevents the value of
C from being set to the cover that is made pragmatically salient by the
conjunction. Beyond this kind of case, Schwarzschild does not say much
about the precise pragmatic mechanism that resolves C. For a proposal in
which the Part operator is anaphoric on a decision problem in the sense of
van Rooij 2003, see Malamud 2006a,b, 2012. From the present perspective,
what matters most in Schwarzschild’s and Malamud’s approaches is that the
Part operator imposes a stronger restriction on the identity of the cover than
would be achieved by just existentially quantifying over it. This restriction
rules out nonatomic readings in sentences like (20c), (22), and (24), but not in
sentences like (23). While I see no obstacles to using decision problems, I will
continue to use a Schwarzschild-style approach to keep the representation
simple.

Sentence (23) is structurally equivalent to sentences (20c), (22), and (24),
yet only (23) has a nonatomic reading. As Heim 1994 and Schwarzschild
1996 argue, this fact provides strong evidence that models of (phrasal)
distributivity need to contain a pragmatic factor. The operator in (25) is more
restricted than the existential cover-based operator D∃ in (18) because (25)
presupposes the existence of a context through which the variable C can
be resolved. The contrast between (23), which has a nonatomic reading, and
(20c), (22) and (24), which do not, is predicted on the plausible assumption
that a salient context is only available for (23).

To summarize the empirical picture presented in this section, nonatomic
distributivity is readily available at the level of the verb (lexical level), but
at the level of the verb phrase (phrasal level) it only occurs when context
supplies a pragmatically salient cover. Atomic distributivity is available both
at the lexical level and at the phrasal level. Summarizing the insights of the
previous literature, I assume that this pattern is explained as follows (see
Tables 1 and 2). The lexical cumulativity assumption, encoded in meaning
postulates like (21), accounts for the availability of atomic and nonatomic
distributivity at the lexical level. Link’s atomic D operator is always available
at the level of the verb phrase, except in some cases such as share a pizza,
where its application would lead to nonsensical interpretations. Schwarz-
schild’s cover-based Part operator is also available at the level of the verb
phrase, but it is only available if context supplies a salient cover. When this
cover contains only one atomic individual in every cell, Schwarzschild’s Part
operator behaves like Link’s D operator.
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Lexical (verb level) Phrasal (verb-phrase level)

atomic available available
nonatomic available only with context

Table 1 Distributivity in atomic domains: empirical generalizations

Lexical (verb level) Phrasal (verb-phrase level)

atomic lexical cumulativity atomic operator
nonatomic lexical cumulativity cover-based operator

Table 2 Distributivity in atomic domains: explanations

Even though the semantic effects of D can be subsumed under the work-
ings of Part, I postulate two covert distributivity operators, D and Part, in
the grammar. This might seem redundant, and I keep them apart mainly for
reasons of symmetry with the two kinds of overt distributive items that are
the topic of the companion paper, Champollion 2016. For present purposes, it
would be equally possible to assume that there is only one operator, namely
Part, and that the predicate Atom is a salient cover in every situation. Such a
view would amount to the following idea: in an atomic domain, the atomic
level always provides a salient cover in every context, and this explains the
strong preference that speakers have for atomic-level distributivity (see also
Rothstein 2010). When the granularity parameter of Part is set to atoms, it
behaves equivalently to D. In Champollion 2016, I argue that D and Part are
lexicalized as adverbial and adnominal distributivity operators in individual
languages. This assumption allows us to capture the distinction between
English each and its German relative jeweils. I suggest that the former corre-
sponds to D and the latter corresponds to Part, and I use this assumption
to account for the fact that jeweils and its relatives across languages have a
wider range of readings than each and its relatives do.

The search for clear cases of nonatomic distributivity has been going on
since at least Link 1987. Nonatomic lexical distributivity can be observed in
the “musicals” example (17), as Lasersohn showed. It also has been argued to
occur in examples like the following:

(28) a. All competing companies have common interests. (Link 1987)
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b. Five thousand people gathered near Amsterdam.
(van der Does 1993)

In example (28a), the predicate have common interests can be applied dis-
tributively (that is, it describes several instances of having common interests)
to nonatomic entities, because it does not make sense to say of a single com-
pany that it has common interests with itself. In example (28b), the predicate
gather near Amsterdam can be applied distributively (that is, it describes
several gatherings) to nonatomic entities, because a single person cannot
gather.

On the other hand, examples that involve phrasal nonatomic distribu-
tivity, such as the shoe example (23), are harder to come by. I believe that
one of the reasons why it has been so hard to identify clear cases of phrasal
nonatomic distributivity is the focus in the literature on predicates that apply
in count domains. On the standard assumption that the denotations of count
nouns are taken from an atomic domain, phrasal distributivity over atoms is
naturally expected to be more salient than nonatomic distributivity in almost
all contexts and will obscure the presence of nonatomic readings.

The view that atomic granularity is more salient than nonatomic granular-
ity is already defended in Schwarzschild 1996. It can be understood in terms
of the principle of Interpretive Economy proposed in Kennedy 2007, which
can in turn be derived from first principles in an evolutionary game-theoretic
setting (Potts 2008). The central idea is that whenever possible, speakers will
converge on certain focal points because this maximizes successful com-
munication. Interpretive Economy was originally proposed to explain why
speakers converge on interpreting scalar items like tall and full as referring
to endpoints of a scale whenever such endpoints exist, and resort to context-
dependent values only when this is not the case. In count domains, the scale
that results from mapping singular and plural individuals to their cardinal-
ities has an endpoint at 1, the cardinality of singular (atomic) individuals.
Interpretive Economy suggests that speakers who use a covert distributivity
operator and who need to agree on how to interpret its granularity parameter
converge on atomicity as a focal point, except in contexts where another gran-
ularity value is salient. This suggests that by looking at noncount domains,
we can remove atomic granularity as a potential focal point, so any phrasal
distributivity effects we find must be cases of nonatomic distributivity. A
reviewer offers the following example from the mass domain as a case in
point:
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(29) At the garden party, they sell milk, lemonade and beer. Milk costs one
dollar, lemonade costs two dollars, and beer costs four dollars.

Here, the predicates cost one dollar, etc., are distributed to a level that is
made pragmatically salient by the context, namely the units in which the
beverages are sold — presumably glasses, bottles or cans.

Another nonatomic domain is time. In Section 6, I will identify cases of
nonatomic phrasal distributivity involving time. I will look at this domain
through the lens of for-adverbials, focusing on their scopal behavior with
respect to verb phrases that contain an overt quantifier. In a nonatomic
domain, there are necessarily no atomic covers, so the first rows of Tables 1
and 2 are irrelevant here. I will argue that the second row of these tables is
mirrored precisely in the temporal domain, as shown in Tables 3 and 4.

Lexical (verb level) Phrasal (verb-phrase level)

atomic n/a n/a
nonatomic available only with context

Table 3 Distributivity in nonatomic domains: empirical generalizations

Lexical (verb level) Phrasal (verb-phrase level)

atomic n/a n/a
nonatomic lexical cumulativity cover-based operator

Table 4 Distributivity in nonatomic domains: explanations

Remember that I assume that distributivity always involves a dimen-
sion and a granularity parameter. That is, the dimension parameter of the
distributivity operator involved can be instantiated to τ (runtime) and, in
that case, its granularity parameter is dependent on an anaphorically salient
level of granularity. I have suggested that the distributivity operators con-
tain these two parameters. The granularity parameter can be understood as
Schwarzschild’s cover, but the dimension parameter does not yet figure in
the implementations we have seen so far. Therefore, it is necessary at this
point to provide a formal implementation of Link’s and Schwarzschild’s dis-
tributivity operators that supports the notion of dimension and granularity
parameters. Section 4 provides this implementation.
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4 Reformulating the D and Part operators

In their original formulation, the distributivity operators I have discussed so
far only distribute over the subject and return a truth value once they have
combined with it. But as we have seen above, examples like (8) — repeated here
as (30) — show that these operators must be able to target different argument
positions, and that they can combine with more than one constituent:

(30) a. The first-year students [D [took an exam]]. Target: agent
b. John [D [gave a pumpkin pie]] to two girls. Target: goal

Lasersohn 1998 discusses how to generalize these operators in a way that
allows them to distribute over different argument positions. But if the pre-
vious discussion is on the right track, distributivity does not have to target
overt argument positions. It can also target salient temporal intervals that
are not denoted by any argument in the sentence. This cannot easily be
accommodated on the traditional Montagovian view, unless we add a silent
temporal argument to each verb. A simpler and more uniform picture is
provided by Neo-Davidsonian event semantics, on which thematic roles like
agent and related functions like runtime are reified. On this view, it makes
sense to think of the D and Part operators as being parametrized on these
functions.

Once we move to event semantics, the distributivity operators developed
and motivated in the last two sections have to be adjusted for a number
of reasons. First, Link’s and Schwarzschild’s formulations of distributivity
operators assume that verb phrases denote sets of individuals, while event
semantics typically assumes that verb phrases denote sets of events. Second,
like other kinds of quantification in event semantics, distributivity over
individuals requires a variable that ranges over subevents of some sum event,
and this needs to be built into the operators (Taylor 1985, Schein 1993).
Third, as we will see, there is a technical flaw with the main existing proposal
of how to represent the D operator in event semantics, namely Lasersohn
1998. Specifically, Lasersohn’s operator fails to prevent the sum event from
containing extraneous material in addition to the subevents over which the D
operator ranges (“leakage”, in the terms of Bayer 1997). This problem also
applies to the Part operator.

The background assumptions of algebraic event semantics are laid out,
for example, in Krifka 1998 and Champollion 2010b. Here I reformulate the
D and Part operators in a way that meets the requirements above. Section 5
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compares it with the proposal by Lasersohn (1998). I use the following typing
conventions: t for truth values, e for ordinary objects, v for events, and i for
times. I use the symbols x,y, z,x′, y ′, z′ and so on for variables that range
over ordinary objects, and e, e′, e′′ for events. I use P for predicates of type
〈e, t〉, V for predicates of type 〈v, t〉, θ and Θ for functions of type 〈v, e〉.
Some variables range over objects of different types; when this is clear from
context, I will continue to use the symbols above. For example, the range of
θ will also include runtime, a function from events to intervals. My notion
of events is essentially the one of Eckardt 1998, Krifka 1998, and Parsons
1995. In particular, typical events are individual rather than generic, concrete
rather than abstract, and located in spacetime. I assume that different lexical
predicates such as singing and tooth-brushing denote disjoint sets, that is,
they do not apply to the same event, with the possible exception of subtypes
of events: a walking event is also a moving event, for example. I assume
that certain kinds of event modifiers can provide clues about the identity
of events. For example, if I both brush my teeth and sing, but if my singing
is loud while my brushing my teeth is not, then the singing is not the same
event as the tooth-brushing (Parsons 1990: 157). Not all event modifiers can
provide clues about individuation of events. For example, my arriving at my
wedding might not be surprising, but my arriving at the wedding late would
certainly be; but we would not want to distinguish these as two separate
events (Zsófia Gyarmathy, p.c.). Therefore, surprisingly is not a suitable choice
for the individuation test. Among the event modifiers that are suitable we
find manner adverbs like loudly, carefully, shyly and temporal expressions
like from 2pm to 4pm (Eckardt 1998: Chapters 1 & 4).

Individuals, events, and times are each partially ordered by a parthood
relation ≤. Within each of these domains, any nonempty set of entities has a
unique sum. This means that these categories include plural entities (Link
1998). The lowercase variables just mentioned range over both singular and
plural entities. In the literature on plurals, the distinction between singular
and plural entities is often indicated by lowercase and uppercase variables.
Since almost all the variables in my representations range over potentially
plural entities, I do not follow this convention.

I assume that singular individuals, the entities in the denotation of sin-
gular count nouns, are mereological atoms. The notion of mereological part
must be distinguished from the intuitive notion of part: the leg of a table is
not a mereological part of the table. My assumption is very convenient and
widespread in the literature, but there still remains a question about nouns
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like twig, rock, and sequence (Zucchi & White 2001). The account I am about to
give could still be given without this assumption, as long as there is another
way to represent the distinguished level of individuation that is associated
with singular individuals, since the D operator will have to be restricted to
this distinguished level. One way to represent this level is the natural unit
function in Krifka 1989a. Individuation criteria for nouns are discussed in
Rothstein 2010 and Barker 2010.

I adopt thematic uniqueness, that is, I assume that each event has at most
one agent, at most one theme, etc. (Carlson 1984, 1998, Parsons 1990). This
is useful when we extend distributivity to nonatomic domains like time and
space, because it allows us to rely on the idea that thematic roles can be
treated as being the same kinds of things as functions that map events to
their locations in spacetime (Champollion 2010b).

I will use the star operator defined in Link 1983. The star operator applied
to a predicate P gives us the algebraic closure of P , that is, the closure of P
under sum:

(31) x ∈ ∗P def= ∃C[x =
⊕
C ∧ C 6= ∅ ∧ C ⊆ P]

(x is the sum of all the elements of a nonempty subset of P)

According to this definition, x ∈ ∗P means that x consists of one or more
parts such that P holds of each of these parts. That is, either P holds of x or
else there is a way to divide x into parts such that P holds of each of them.
To take an analogy from geometry, if x is a square, and P is the property of
being a triangle, then P does not apply to x, but ∗P does, since any square
can be divided into triangles.

The star operator will play a central role in the development to follow.
Distributivity is usually seen as involving universal quantification, and as
we will see, the original definitions of Link’s (14) and Schwarzschild’s (25)
operators contain quantifiers. My distributivity operators will be built around
the star operator instead. As the following equivalence illustrates, the relation
between the two is very close.

(32) Theorem:
x ∈ ∗P a ∀z[z ≤ x → ∃z′[P(z′)∧ z′ ≤ x ∧ z ◦ z′]]
(x is in the algebraic closure of P if and only if every part of x overlaps
with a part of x that is in P .)
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The proof of (32) follows from the definitions of sum in (13) and of algebraic
closure in (31). Given these definitions, the left-hand side of (32) expands to:

(33) ∃C[C 6= ∅∧ C ⊆ P ∧∀y[C(y)→ y ≤ x]
∧∀z[z ≤ x → ∃z′[C(z′)∧ z ◦ z′]]]

from which its right-hand side follows directly. For the other direction, we
show that Cx = {z | P(z)∧z ≤ x} is a witness for C in (33). Clearly Cx ⊆ P and
∀y[Cx(y)→ y ≤ x]. Given the right-hand side of (32), reflexivity of ≤ entails
Cx 6= ∅ and the definition of Cx entails ∀z[z ≤ x → ∃z′[Cx(z′)∧ z ◦ z′]].

In keeping with the Neo-Davidsonian view on event semantics, I assume
that verbs and their projections denote sets of events and are therefore of
type 〈v, t〉 (Carlson 1984, Parsons 1990, Krifka 1992). Verbs are related to
their arguments and adjuncts by thematic roles such as agent, theme, and
runtime, which I write τ . The application of a predicative or referential noun
phrase to a verbal projection amounts to intersecting two sets of events. For
example, the interpretation of John loves Mary amounts to intersecting the
set of events whose agent is John, the set of loving events, and the set of
events whose theme is Mary. At the end of the derivation, a sentence mood
operator applies. In a declarative sentence, the declarative sentence mood
operator typically binds the event variable existentially.

As is customary in event semantics, I will only account for unmodified
numerals like three boys. Modified numerals like exactly three boys and at
most three boys can also be handled in principle, but they raise additional
issues involving event maximality (Krifka 1989a, 1999, Brasoveanu 2013).

There does not seem to be a best practice of how best to implement
event semantics and how to combine verbal projections with their argu-
ments. Some authors adopt more traditional versions of event semantics in
which verbs denote relations between events and their arguments (Landman
2000, Krifka 1998), or relations between events and their internal arguments
(Kratzer 1996, Harley 2012). Let me briefly mention some empirical and theo-
retical motivations that lead me to adopt Neo-Davidsonian semantics over
these approaches. In Neo-Davidsonian event semantics, thematic roles can be
treated as of one and the same kind as other event properties that encode
their location in space and time. This makes it a natural fit for the parallel
treatment of distribution over individuals and distribution over time inter-
vals. Furthermore, Neo-Davidsonian semantics allows us to adopt a uniform
semantic architecture that makes it easier to express the theories in this
paper and in Champollion 2016. For example, it exposes thematic roles to
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the compositional semantics, as opposed to keeping some or all of them
implicit within the lexical entry of the verb. As we will see in Champollion
2016, this makes it easier to access them via indices or function application.
It also allows us to give the same type to all verbal projections, which makes
it easier for the distributivity operator to apply uniformly to each projection.
Moreover, event semantics makes it possible to treat verbal and nominal
projections as predicates of the same arity. This is useful from the point of
view of algebraic semantics because it allows us to formulate cross-domain
generalizations more easily (Champollion 2010b). Finally, it allows us to treat
distance-distributive items uniformly no matter if they occur within verbal or
within nominal projections (Champollion 2016). That said, it may be possible
to reformulate much of the content of this paper and Champollion 2016 in
other approaches than Neo-Davidsonian event semantics if one wishes to
do so. For a detailed study of what it takes to reformulate Neo-Davidsonian
theories in classical Davidsonian and eventless frameworks, see Bayer 1997.
It may also be possible to work in a framework that exposes some but not all
thematic roles to the compositional process, as for example Kratzer 1996.
This would lead one to expect asymmetries between the agent role and other
thematic roles. I have argued elsewhere that the asymmetries that Kratzer
tries to model correlate with syntactic positions and not with thematic roles
(Champollion 2010a). For more discussion of Kratzer’s asymmetries, see
Williams 2009.

I assume that thematic roles, events, and verbs are each closed under sum
formation; this implements lexical cumulativity (Krifka 1989a, Champollion
2010b). I discuss these assumptions in turn. The cumulativity assumption
for thematic roles can be stated as follows:

(34) Cumulativity assumption for thematic roles
For any thematic role θ and any subset E of its domain:
θ(
⊕
E) =

⊕
(λx∃e ∈ E. θ(e) = x)

This says that for any subset of the events on which a given thematic role
θ is defined, we can compute the θ of their sum by summing up their θs. A
consequence of this assumption is that thematic roles are homomorphisms,
or structure-preserving maps, with respect to the ⊕ operation (contrary to
Kratzer 2003 — for details see Champollion 2010b: 33):

(35) Fact: Thematic roles are sum homomorphisms
For any thematic role θ:
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θ(e⊕ e′) = θ(e)⊕ θ(e′)
(The θ of the sum of two events is the sum of their θs.)

What this says is that, for example, if e is a talking event whose agent is John
and e′ is a talking event whose agent is Mary, e⊕ e′ is an event whose agent
is the sum of John and Mary. Thus, e ⊕ e′ has a unique entity as its agent,
even though this entity is a proper sum. This sum operation is independent
of time, so it may be that e took place two days ago and e′ is taking place
today. Discontinuous events of this kind will play an important role in the
account of covert temporal distributivity in Section 6 and in the account of
occasion readings of overt distributive items in Champollion 2016.

Turning now to events and verbs, I assume that the sum of any two events
is itself an event. For example, let e1 be the event in which John (j) lifts
a certain box b and e2 the event in which Mary (m) lifts a certain table t.
The sum e1 ⊕ e2 is itself an event. The agent of e1 is j and the agent of e2
is m. Given that thematic roles are sum homomorphisms, the agent of the
sum event e1 ⊕ e2 is j ⊕m, the sum of their agents. I assume that whenever
two events are in the denotation of a verb, then no matter whether they
have the same thematic roles or not, and no matter if their runtimes are
identical, adjacent, or otherwise, the sum of these two events is also in the
denotation of the verb. Lasersohn’s meaning postulate (21) is a special case of
this assumption. In the current example, the verb lift applies not only to the
event e1 and to the event e2, but also to their sum e1 ⊕ e2. On this view, verbs
can be said to have plural denotations, in the sense that their denotation
obeys the same equation (36) as plural count nouns on the inclusive view of
the plural, represented in (37):

(36) �V� = ∗�V�

(37) �Npl� = ∗�Nsg�

I include the star operator in the typographical representation of verb mean-
ings as a reminder of the lexical cumulativity assumption, following Kratzer
2007. For example, instead of writing λe[lift(e)] for the meaning of the verb
lift, I write λe[∗lift(e)]. Inspired by Landman 2000, I use the same typograph-
ical reminder for thematic roles, except in those cases where it is clear that
they map events to atoms. For example, I generally write ∗agent instead of
agent, but I write Atom(agent) rather than Atom(∗agent). This notation is
meant to be reminiscent of a generalization of the star operator to partial
functions, which is defined and discussed in Champollion 2010b: 16.
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The lexical cumulativity assumption is motivated by the entailments in
(38) and (39) (Krifka 1989a, 1992). Because of the parallelism between (36)
and (37), the explanation of these entailments is completely analogous to
the explanation of the entailment in (40), which motivated the treatment of
plurality in Link 1983.

(38) a. John slept.
b. Mary slept.
c. ⇒ John and Mary slept.

(39) a. John lifted box b.
b. Mary lifted table t.
c. ⇒ John and Mary lifted box b and table t.

(40) a. John is a boy.
b. Bill is a boy.
c. ⇒ John and Bill are boys.

Lexical cumulativity does not entail that all verb phrases are cumulative, only
that all verbs and certain verb phrases are. Among cumulative verb phrases
we find all those with constant objects (for example, lift box b) and those with
cumulative objects (for example, lift boxes and write musicals). The proof is
simple: since lift is a verb, it is cumulative, so any sum of two lifting events
e1 and e2 is a lifting event. Since theme is a sum homomorphism, the theme
of that sum event is the sum of the themes of e1 and e2. Suppose that e1
and e2 both qualify as lift box b. Then the theme of e1 ⊕ e2 is b ⊕ b, which
is equal to b by idempotence. It follows that e1 ⊕ e2 is in the denotation of
lift box b. Likewise, if the themes of e1 and e2 are in the denotation of any
cumulative noun such as boxes, so is the sum of these themes. The same
reasoning shows that write musicals is cumulative. This corresponds to the
proposal by Lasersohn (1989).

As an example of a noncumulative verb phrase, the sum of two events in
the denotation of the verb phrase be paid exactly $7,000 will not, as a general
rule, again be in its denotation, because it will usually involve $14,000 rather
than $7,000. Likewise, the sum of two events in the denotation of the verb
phrase find a flea will only end up in its denotation if the two events happen
to involve the same flea. This fact is important because of the distinction
between lexical and phrasal distributivity. If all verb phrases were cumulative,
then under the present assumptions there would be no way to explain why
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nonatomic distributivity is not readily available at the verb phrase level, as
discussed in Section 3.

I have assumed above that the type of verbs and their projections is 〈v, t〉
and that they denote predicates of events. I have argued elsewhere to the
contrary that the type of verbs and verbal projections should be taken to be
〈vt, t〉 if we want to account for the interaction of verbs with quantification
and other scope-taking phenomena (Champollion 2011a, 2015c). Here I stick
with the more standard 〈v, t〉 assumption, in part in order to make sure
the system remains compatible with the majority of existing theories and in
part because the lower type is sufficient for present purposes. The relation
between Champollion 2015c and the present proposal is explored in more
detail in Schwarzschild 2014 and Champollion 2014. I will assume here that
event predicates can combine with other event predicates by a generalized
form of intersection, similarly to the predicate modification rule in Heim
& Kratzer 1998 and to the event identification rule introduced by Kratzer
1996. The idea that verbs and their arguments are combined by intersection
is also argued for in Carlson 1984 and is elevated to a general principle,
conjunctivism, in Pietroski 2004, 2006.

Section 2 has discussed the distinction between lexical and phrasal dis-
tributivity. As we have seen there, lexical distributivity is a property that a
given verb may or may not have with respect to one of its thematic positions.
I will represent lexical distributivity using meaning postulates, which put
restrictions on admissible models (Hoeksema 1983). Such postulates can be
used to state that whenever an (agent-)distributive predicate applies to (an
event whose agent is) a plurality of individuals, then it also applies to (events
whose agents are) all the individuals in the plurality. For example, the verb
see is lexically distributive on (at least) its agent and theme positions, since it
follows both from John and Mary saw Bill and from John saw Bill and Mary
that John saw Bill. The verb lift is not distributive on its agent position, since
from John and Mary lifted box b it does not follow that John lifted box b.
The verb kill is distributive on its theme but not on its agent (Lasersohn
1988, Landman 1996). This is illustrated in the following scenario (Cham-
pollion 2010b, to appear). The two outlaws Bonnie and Clyde were killed
by a posse of six police officers, which included Sheriff Jordan. Given this
background knowledge, (41a) entails (41b) but does not entail (41c), because
Sheriff Jordan’s actions might not have been sufficient by themselves to kill
anyone.
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(41) a. The six police officers killed the two outlaws.
b. ⇒ Bonnie was killed.
c. 6⇒ Sheriff Jordan killed someone.

I will adopt meaning postulates of the following form to capture the kinds of
entailments that verbs license when they are distributive on one or more of
their argument positions:

(42) Meaning postulate: see is distributive on its theme position
∀e.∗see(e)→ e ∈ ∗λe′(∗see(e′) ∧ Atom(theme(e′)))

(43) Meaning postulate: see is distributive on its agent position
∀e.∗see(e)→ e ∈ ∗λe′(∗see(e′) ∧ Atom(agent(e′)))

The meaning postulate in (42) can be read as follows. Whenever there is a
seeing event e, it consists of one or more seeing events e′ whose themes
are atoms. For example, if e is an event in which John and Bill were seen,
then that event consists of (in this case at least two) seeing events whose
themes are atoms. From this and from the assumption that John and Bill
are mereological atoms, one can conclude that John was seen and that Bill
was seen. We can capture the difference between the agent and theme role
of kill by adopting a meaning postulate analogous to (42) only for the theme
position of that verb. In effect, (42) states that a sum of individuals can be
seen only when each of them is seen. Likewise, (43) states that a sum of
individuals can see something only when each of them sees something.

Algebraic semantics allows us to make distinctions between the meaning
of a word and what we know about the events it describes. A meaning
postulate like (42) is not strictly speaking part of the meaning of the word
see, but rather it can be seen as a restriction on admissible models which
captures something about “the way reality seems to be organized” (Hoeksema
1983). Accordingly, I do not take (42) and (43) to be part of the lexical entry
for see. That lexical entry is shown in (44), which is assumed to be closed
under sum in accordance with (36).

(44) Lexical entry for see
�see� = λe.∗see(e)
(The meaning of “see” is the property that holds of any sum of one or
more seeing events.)

15:30



Covert distributivity in algebraic event semantics

Meaning postulates like (42) and (43) have the consequence that the denota-
tion of see always has a certain higher-order property, which I have discussed
elsewhere under the name stratified reference (Champollion 2010b, 2015b). I
come back to stratified reference at the end of this section. The division of
labor between lexical entries like (44) and higher-order properties like the
ones encoded in (42) and (43) is a hallmark of algebraic semantics.

We are now ready to reformulate the D operator. The main idea is that
this operator shifts any predicate (typically a verb phrase) into a predicate
that satisfies a condition that is analogous to the one captured in the meaning
postulates in (42) and (43).

I propose to redefine the operator as follows:

(45) Definition: Event-based D operator
�Dθ�

def= λVλe[e ∈ ∗λe′(V(e′) ∧ Atom(θ(e′)))]

This operator applies to an event predicate V , such as a verb phrase. It
returns another event predicate, one which holds of any event e as long as it
consists of one or more events that are in V and which are each mapped by
the function θ to an atom. I assume that θ is a free variable that is resolved
to a thematic role — formally, a function that maps events to their agents,
themes, and so on. As previously mentioned, I adopt thematic uniqueness,
and I model thematic roles as partial functions. This means that they can be
treated as being the same kinds of things as functions that map events to
their spatial and temporal locations. This will be useful once we extend the D
operator to nonatomic domains like time.

The examples in (46) and (47) illustrate how the D operator in (45) works.
Sentence (46) gives a baseline, a scopeless reading that does not use the D
operator. Sentence (47) shows the D operator in action to model a distributive
reading.

(46) The boys saw a monkey.
∃e[∗agent(e) =

⊕
boy ∧ ∗see(e) ∧ monkey(theme(e))]

(There is a potentially plural seeing event whose agents sum up to the
boys, and whose theme is one monkey. That is, only one monkey is
seen.)

(47) The boys [Dagent [saw a monkey]].
∃e[∗agent(e) =

⊕
boy ∧

e ∈ ∗λe′(∗see(e′) ∧ monkey(theme(e′)) ∧ Atom(agent(e′)))]
(There is an event whose agents sum up to the boys, and this event
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consists of seeing events for each of which the agent is an atom and
the theme is a monkey.)

The star operator ∗λe′ is introduced through the D operator and takes scope
over the predicate monkey introduced by the theme. The representation (47)
does not state explicitly that each boy sees a monkey, so it might not be
clear that it is an adequate way to capture what the sentence means. This
is where the background assumptions introduced above come into play.
The representation (47) explicitly states that the monkey-themed events e′

have atoms as agents. The fact that these atoms are boys is entailed by the
background assumption that the entities in the denotation of singular count
nouns are atoms, together with the background assumption that thematic
roles are cumulative, as discussed above.

Because the D operator in (45) carries an index, we can capture through a
simple change in coindexation the kinds of configurations that have otherwise
been taken to require movement or type shifting. For example, the reading of
(30b) — repeated as (48) — in which each of the two girls gets a pumpkin pie
from John can be straightforwardly accounted for.

(48) John [Dgoal [gave a pumpkin pie]] to two girls. = (30b)

(49) �give a pumpkin pie� = λe[∗give(e) ∧ pumpkin-pie(theme(e))]

(50) �to two girls� = λe[two-girls(∗goal(e))]

(51) �Dgoal� = λVλe[e ∈ ∗λe′(V(e′) ∧ Atom(goal(e′)))]

(52) �Dgoal give a pumpkin pie� = (51)((49))
= λe[
e ∈ ∗λe′(∗give(e′) ∧ pumpkin-pie(theme(e′)) ∧ Atom(goal(e′)))]

(53) �[Dgoal give a pumpkin pie] to two girls� = (50)∩ (52)
= λe[two-girls(∗goal(e)) ∧
e ∈ ∗λe′(∗give(e′) ∧ pumpkin-pie(theme(e′)) ∧ Atom(goal(e′)))]

(54) �(48)� = ∃e[agent(e) = john ∧ two-girls(∗goal(e)) ∧
e ∈ ∗λe′(∗give(e′) ∧ pumpkin-pie(theme(e′)) ∧ Atom(goal(e′)))]

(There is an event whose agent is John, whose goal is two girls, and
which consists of parts each of which has an atomic goal and a
pumpkin pie as its theme.)

Turning now to the event-based reformulation of Schwarzschild’s Part oper-
ator, this one can be seen as a generalization of Link’s D operator. Instead
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of specifying the granularity parameter to be atomic, we leave it free. Ac-
cordingly, we obtain the reformulation by replacing Atom in (45) with a free
variable C, which I will assume is anaphoric on an antecedent that can be
provided by the context. This minimal change reflects the close connection
between D and Part.

(55) Definition: Event-based Part operator
�Partθ,C�

def= λVλe[e ∈ ∗λe′(V(e′) ∧ C(θ(e′)))]

What this says is that Part takes an event predicate V and returns a predicate
that holds of any event e which can be divided into events that are in V and
whose θs satisfy the contextually salient predicate C. Whenever θ is a sum
homomorphism, this will entail that the θs of these events sum up to the θ
of e.

Definition (55) entails that C is a set whose sum is θ(e). In this way, the
notion of cover emerges naturally and does not need to be separately defined.
This may be seen as a conceptual advantage over Schwarzschild 1996.

The example in (56) shows how my reformulation of Schwarzschild’s Part
operator works. The example is repeated from the shoe sentence (3). I assume
for concreteness that the shoes play the theme role in this sentence. I assume
that C is resolved here to a contextual predicate that I call pair and that
applies to a sum of two shoes just in case they are one of the pairs of shoes
on display.

(56) The shoes [Parttheme,pair [cost fifty dollars]].
∃e.∗theme(e) =

⊕
shoe∧ Parttheme,pair(�cost fifty dollars�)(e)

a ∃e.∗theme(e) =
⊕

shoe ∧
e ∈ ∗λe′ [e′ ∈ �cost fifty dollars� ∧ pair(theme(e′))]

(There is a plural event whose themes sum up to the shoes and which
consists of costing-fifty-dollars events with pairs as themes.)

The event-based reformulation of the D and Part operators allows us to think
of distributivity as a parametrized operator. The D operator only has one
parameter, θ, which specifies the thematic role over which it distributes.
The Part operator has an additional granularity parameter, C, which cor-
responds to Schwarzschild’s cover variable and which specifies the size of
the things over which it distributes. These two parameters are at the core
of strata theory, as discussed in Section 1 and in Champollion 2010b. The
dimension parameter of strata theory corresponds to the θ parameter on
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our operators, and it indicates the domain that contains the entities over
which the operator distributes. The granularity parameter of strata theory
corresponds to the C parameter of the Part operator, and it indicates the
size of the entities over which the operator distributes. I assume that the
setting “granularity=atom” blocks the setting “dimension=time” because time
is continuous and noncount — either there are no atoms to distribute over,
or they are not accessible to natural language semantics (von Stechow 2009).
In Champollion 2016, I rely on this interaction in order to explain certain
typological facts involving distance-distributive items.

The two operators D and Part may be seen as special cases of the general
scheme of stratified reference (Champollion 2010b, 2017). There are two
related definitions of stratified reference, a “restricted” and a “universal” one.
Both of them apply to a property P and are parametrized for dimension d
and granularity g. The restricted definition is furthermore relativized to a
specific entity or event, similarly to the D and Part operators:

(57) Definition: Stratified reference
Let d (a dimension) be any function from entities of type α to entities
of type β, and let g (a granularity level) be any predicate of entities
of type β. Let P range over predicates of type 〈α, t〉 where α is either
e or v , and let x range over entities of type α. Then:
SRd,g

def= λPλx[x ∈ ∗λy[P(y) ∧ g(d(y))]]
(P stratifies x along dimension d with granularity g if and only if
x consists of one or more parts in P that are each mapped by d to
something in g.)

From this definition, we obtain the Dθ operator in (45) by setting α to v , β to
e, d to θ, and g to Atom, and by coindexing the operator with θ. We obtain
the Partθ,C operator in (55) with the same settings, except that g is set to C .

By quantifying over all values of x, we obtain the universal version of
stratified reference (see Champollion 2015a: 235):

(58) Definition: Universal stratified reference
SRd,g

def= λP∀x[P(x)→ SRd,g(P)(x)]
(P has universal stratified reference with dimension d and granularity
g if and only if P stratifies everything in P .)

Stratified reference is based on the idea that events can be thought of as
regions in a high-dimensional space where each dimension represents one
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of the possible thematic roles of the event. When a predicate P stratifies an
event e along a dimension d with granularity g, we can imagine that e can
be sliced along direction d into layers with thickness g such that each layer
is in P . Strata theory uses this concept to connect the present theory with
counterparts in aspect and measurement (Champollion 2010b, 2015b). In its
original formulation, strata theory was formalized in terms of the universal
version of stratified reference in (58). The restricted version is advocated in
Schwarzschild 2015 for reasons unrelated to the D and Part operators. I have
subsequently adopted it in Champollion 2015a, 2017.

This similarity to restricted stratified reference is not the only reason
why I adopt the definitions in (45) and (55) over alternative formulations.
Another reason is that these definitions provide access to the sum of the
events over which the relevant predicate is distributed. This sum event will
be of central importance throughout the rest of this paper and Champollion
2016. It is absent not only from traditional definitions of these operators
(because they do not invoke events), but also from previous proposals on how
to reformulate distributivity operators in event semantics. The next section
reviews one of these proposals.

5 Previous work on event-based distributivity operators

Reformulating distributivity operators in event semantics is one of the topics
of Lasersohn 1998. That paper shows a way of generalizing Link’s and other
distributivity operators so that they apply to other positions than the subject
position both in eventless and in event-based frameworks. The entry in (59)
is a special case among these different combinations, namely the VP-level
variant of an event-based version of Link’s D operator.

(59) Distributivity operator over events (Lasersohn)
�D� = λP〈e,vt〉λxλe∀y[y ≤Atom x → ∃e′[e′ ≤ e∧ P(y)(e′)]]

Lasersohn’s operator applies to a predicate of type 〈e, vt〉. It is based on the
assumption that a verb phrase like smile that is about to combine with it is
represented as something like λxλe[smile(e)∧ agent(e) = x]. The entry in
(59) does not represent Lasersohn’s entire proposal, but it is the part that is
most closely related to mine. A very similar operator is proposed in LaTerza
2014. Both authors credit the basic idea behind their event-based operators to
Schein 1993. In the following, for concreteness I only talk about Lasersohn’s
proposal, but my observations apply equally to LaTerza’s operator.
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One difference between Lasersohn’s proposal in (59) and my proposal in
(45) consists in the way the operators access the plural entity over which they
distribute. The D operator in (59) accesses that plural entity by combining
with a predicate of type 〈e, vt〉. In contrast to Lasersohn, I do not rely on the
implicit assumption that the D operator is adjacent to a constituent denoting
that entity. My operator in (45) is parametrized for the relevant thematic role.
This thematic role can be supplied by coindexation with an appropriate θ
role head (Champollion 2016). Maintaining the adjacency assumption would
make it harder to build on the D operators to account for the phenomenon
of distance distributivity, as I do in Champollion 2016.

Another, more substantial difference consists in the way in which the op-
erators access the events over which they distribute. My operator in (45) uses
algebraic closure over events with atomic agents, while Lasersohn’s operator
uses universal quantification over individuals. The difference between the
formulations is apparent in the different representations that result from
inserting a D operator into the sentence The children took a nap before
existential closure applies. (The subformula y ≤Atom

⊕
child is equivalent to

child(y) on the assumption that children are mereological atoms.)

(60) a. Lasersohn’s representation:
λe∀y[y ≤Atom

⊕
child→

∃e′[e′ ≤ e∧ ∗take(e′) ∧ agent(e′) = y ∧ nap(theme(e′))]]
b. My representation:

λe[∗agent(e) =
⊕

child ∧
e ∈ ∗λe′[∗take(e′) ∧ Atom(agent(e′)) ∧ nap(theme(e′))]]

Lasersohn’s representation (60a) applies to all events that contain a napping
subevent (that is, a “taking” subevent whose theme is a nap) for each child,
even if they also contain other subevents. My representation applies to all
events that contain a napping subevent for each child and nothing else. Thus,
Lasersohn’s solution suffers from leakage. It does not give special status
to the sum of all of the subevents over which the D operator distributes.
Instead, it applies not only to that sum but also to any event that contains that
sum. Through leakage, Lasersohn’s operator makes any predicate it modifies
persistent. That is, whenever the modified predicate applies to an event e,
it also applies to any event of which e is a part. Eckardt (1998: Chapter 4)
argues convincingly that the persistency assumption is problematic in event
semantics, contra Lasersohn 1992, 1998. I will spell out one facet of this
problem shortly. By contrast, my representation (60b) only applies to the
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sum itself. This is due to the way the star operator works. To expand on the
geometrical example given earlier, if x is a square and P is the property of
being a triangle, then x satisfies ∗P because x can be divided into triangles
without leaving anything out. If x is a circle instead of a square, it does not
satisfy ∗P . Even though every circle contains infinitely many triangles, the
curvature of the circle makes it impossible to divide it into triangles without
leaving anything out (setting aside sums of uncountably infinite triangles).

Leakage causes a problem in connection with subjects and other argu-
ments and modifiers that take scope over the distributivity operator. This
will be relevant in Section 6, where I will argue that the distributivity operator
can also occur in the scope of for-adverbials. The problem can be illustrated
with nondistributive adverbials such as in 30 minutes and from 2pm to 4pm
(Eckardt 1998: Chapters 4 & 5) or unharmoniously (Schein 1993: Chapter 1):

(61) a. In 30 minutes, Alma put each ball into a box.
b. From 2pm to 4pm, Bertha took a nap and watered the tulips.
c. Unharmoniously, every organ student sustained a note on the

Wurlitzer.

The predicates in these examples hold of an event even if they do not hold of
its parts. For example, (61c) is true if the ensemble event was unharmonious
even if the same cannot be said of any one student’s note. We can now
illustrate the problem caused by leakage. Let L stand for (60a) and let M
stand for my event predicate (60b). Imagine a group of children in a preschool
napping from 2pm to 3pm and then playing from 3pm to 4pm. For each child
there is a napping event followed by a playing event. Call the sum of all
the napping events enap. By lexical cumulativity, this sum itself counts as a
napping event, and its agent is the children; hence it satisfies both Lasersohn’s
predicate L and my predicate M . Call the sum of all playing events eplay , a
playing event whose agent is again the children. Let enap⊕play be the sum
of enap and eplay . This does not satisfy M because it contains extraneous
material: it is not a napping event but the sum of a napping and of a playing
event, and the two do not overlap. But enap⊕play satisfies L, because by
virtue of containing enap, it contains a napping event for every child. By
assumption, enap does not take place from 2pm to 4pm, but enap⊕play does.
Sentence (62) is false in this scenario. If the D operator is applied to nap,
then on Lasersohn’s account, this sentence is represented as (62a), while on
my account it is represented as (62b).
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(62) From 2pm to 4pm, the children took a nap.

a. ∃e[e ∈ �from 2pm to 4pm�∧ L(e)]
b. ∃e[e ∈ �from 2pm to 4pm�∧M(e)]

Now enap⊕play satisfies both L (by leakage) and the predicate from 2pm to
4pm (by assumption). Therefore, Lasersohn’s D operator wrongly predicts
that (62) is judged true, namely in virtue of enap⊕play .

A reviewer wonders whether the leakage problem could be avoided by
combining Lasersohn’s operator with minimization or some related operation.
This will not work, because events are wholly but not necessarily minimally
relevant to the truth of the propositions they verify (see Fine 2012). Let min(V )
denote the set of all entities e such that V applies to e but not to any of
the proper parts of e, and consider the following amendment to Lasersohn’s
operator (59):

(63) λP〈e,vt〉λxλe.e ∈min(λe′∀y[y ≤Atom x → ∃e′′[e′′ ≤ e′ ∧ P(y)(e′′)]])

When this version is inserted into The children took a nap, the resulting
representation before existential closure applies to all events that are minimal
with respect to the property of containing a napping subevent for each child.
In the example above, enap⊕play will not be such an event, because it is not
minimal with respect to that property. This is as desired.

But in the context of event semantics, the minimality operation has unin-
tended consequences. For one thing, there may not always be any minimal
events. Take a predicate with the subinterval property, such as sit. If we
assume that sit is distributive on its agent position and that time is nonato-
mic, applying (63) to it returns the empty set because there are no minimal
sitting events. A possible reaction is to replace the minimality condition in
(63) by an exemplification condition (Kratzer 2016). An entity e exemplifies a
predicate V just in case V holds of e and either of none of the proper parts
of e (as in the case of minimality) or of all of them. This avoids the problem
just mentioned. However, both minimality and exemplification fail to give us
access to events of the required length. Even if minimal napping events exist,
their runtime will certainly be shorter than one hour. This means that in the
scenario above where each child takes a nap from 2pm to 3pm, The children
took a nap from 2pm to 3pm is predicted false, contrary to fact. Even more
sophisticated notions of minimality have also turned out to be problematic
(Eckardt 1998: Chapter 4). Rather than pursuing this route further, I will
adopt the operator in (45). This operator not only avoids the problems just
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mentioned. It is also more simple and concise than (63) plus exemplification,
and as we have seen, it makes the parallel with strata theory clear.

As this section has shown, to avoid leakage we need to reformulate the
distributivity operator in a way that makes sure that no extraneous material
can find its way into the sum event. This ensures that the output of the
operator is the right kind of predicate to be passed on to the next argument
or adjunct of the verb. In the previous examples, this was the event modifier
from 2pm to 4pm. In the next section, I will exploit this property of the
distributivity operator in another way: it will apply to a verb phrase as before,
but its output will serve as the input to a for-adverbial, which in turn will
pass it on to the subject of the sentence after making sure that the output of
the distributivity operator is atelic.

6 The scopal behavior of for -adverbials

We have seen in Sections 2 and 3 that covarying interpretations of indefinites
and numerals are the signature property of phrasal distributivity. In this
respect, covert phrasal distributivity is of course similar to overt universal
quantification:

(64) a. The girls are wearing a black dress. = (2)
b. Every girl is wearing a black dress.
c. Every day, Mary wore a black dress.

As we will see in this section, for-adverbials are often analyzed as involving
universal quantification over temporal intervals. From this point of view, one
would expect them to act similarly to overt universal quantifiers like every
girl or every day. Yet it has often been observed that they do not behave
the same way as overt universal quantifiers do (e.g., Carlson 1977, Zucchi &
White 2001, van Geenhoven 2004, Kratzer 2007). I will argue that phrasal
distributivity is not triggered by for-adverbials, but by intervening modifiers
like every day and by distributivity operators that arise in contexts where a
temporal partition is salient.

Normally, for-adverbials cannot give rise to covariation in singular indefi-
nites. The sentences in (65), adapted from Kratzer 2007, are supposed to be
understood as uttered out of the blue, without any special context. I write
∃ > ∀ for an interpretation in which the indefinite involves reference to a
single entity and ∀ > ∃ for an interpretation in which it involves reference to
multiple entities.
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(65) a. I dialed a wrong phone number for five minutes. ∃ > ∀; *∀ > ∃
b. John pushed a cart for an hour. ∃ > ∀; *∀ > ∃
c. She bounced a ball for 20 minutes. ∃ > ∀; *∀ > ∃
d. He kicked a wall for a couple of hours. ∃ > ∀; *∀ > ∃
e. She opened and closed a drawer for half an hour. ∃ > ∀; *∀ > ∃
f. I petted a rabbit for two hours. ∃ > ∀; *∀ > ∃

It would be plausible for (65a) to have an interpretation like Over and over
again over the course of five minutes I dialed a different wrong phone num-
ber, and similarly for the other examples. But this kind of interpretation is
systematically absent from such examples when they are uttered out of the
blue. Even in cases where the wide-scope interpretation of the indefinite is
pragmatically odd, it is still the only one available. Example (66a) is repeated
from (5a); (66b) and (66c) are from Deo & Piñango 2011.

(66) a. ??John found a flea for a month. ??∃ > ∀; *∀ > ∃
b. ??John noticed a discrepancy for a week. ??∃ > ∀; *∀ > ∃
c. ??John discovered a new proof for a week. ??∃ > ∀; *∀ > ∃

The same behavior can be observed if we replace the singular indefinite with
certain other types of quantifiers, such as plural indefinites. For example, the
only available interpretation of (67) is the one in which the plural indefinite
thirty zebras involves reference to a single set of thirty zebras.

(67) John saw thirty zebras for three hours.

Even in German, a language in which inverse scope is normally not available,
indefinites in the scope of for-adverbials cannot covary. Each of the following
two sentences is a possible translation of (65a) and must involve reference to
a single phone number (Kratzer 2007).

(68) a. Ich
I

hab’
have

fünf
five

Minuten
minutes

lang
long

eine
a

falsche
wrong

Telefonnummer
telephone number

gewählt.
dialed

b. Ich
I

hab’
have

eine
a

falsche
wrong

Telefonnummer
telephone number

fünf
five

Minuten
minutes

lang
long

gewählt.
dialed
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The behavior just described does not hold across the board for all types of
noun phrases. Bare plurals and mass nouns do not have to take distributive
wide scope over for-adverbials (Carlson 1977, Verkuyl 1972, Dowty 1979). This
can be seen in the sentences in (69) and (70), taken from Dowty 1979:

(69) a. John found fleas on his dog for a month.
b. John discovered crabgrass in his yard for six weeks.

(70) a. Tourists discovered that quaint little village for years.
b. Water leaked through John’s ceiling for six months.

VP-level and sentential predicates with bare noun phrases are generally com-
patible with for-adverbials and do not give rise to the phenomena described
above. For example, (69a) is compatible with the plausible interpretation in
which John finds different fleas on his dog over the course of a month and
finds each of them only once.

Even singular indefinites in the scope of for-adverbials can involve refer-
ence to multiple individuals when a temporal universal quantifier intervenes,
as in examples (6) and (7b), repeated here as (71a) and (71b).

(71) a. John found a flea on his dog every day for a month.
b. Jim hit a golf ball into the lake every five minutes for an hour.

In these examples, the indefinite can covary with the universal quantifier.
As we have seen, (71a) is true in a situation where John found a different
flea on his dog every day, and (71b) is compatible with Jim hitting a different
golf ball into the lake every five minutes. Other interveners allow indefinites
under for-adverbials to involve reference to multiple entities. These include
pluractional adverbials like day after day (see Beck & von Stechow 2007) and
context-dependent temporal definites such as at breakfast (Deo & Piñango
2011):

(72) a. John found a flea on his dog day after day for a month.
b. Jane ate an egg at breakfast for a month.

Covariation is also possible when a salient level of granularity can be inferred
from context (see Ferreira 2005: 130). To repeat the example from Section 1, in
a context where the daily pill intake of patients is salient, such as a hospital,
sentence (73) is licit despite the fact that it does not require any pill to be
taken more than once.
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(73) Context: discussing daily pill intake
The patient took two pills for a month and then went back to one pill.

Example (74), from Deo & Piñango 2011, shows the same point. It is under-
stood as involving reference to several snowmen.

(74) We built a huge snowman in our front yard for several years.

This is presumably because world knowledge makes the cycle of seasons
salient here, suggesting that they built a different snowman every winter.

Finally, example (75) is adapted from Landman & Rothstein 2010 and is
to be understood in a context where the bicycle is designed to carry around
three children at a time, and was used over a period of twenty years to carry
different sets of three children around.

(75) This bicycle carried three children around Amsterdam for twenty
years.

In the following, τ stands for the runtime function that maps each event to the
location in time at which it occurs. I assume that τ has the properties ascribed
to it in Krifka 1998. Specifically, I assume that τ is a sum homomorphism.
This means that runtimes can be discontinuous. Take for example an event
e1 whose runtime is the interval from 12:30pm to 1pm, and an event e2
whose runtime is the interval from 5pm to 6:15pm. The sum of these two
events, e1 ⊕ e2, will have a discontinuous runtime, namely the sum of the
interval from 12:30pm to 1pm and the interval from 5pm to 6:15pm. Lexical
cumulativity causes most verbs to involve reference to many discontinuous
events; for example, find applies to sums of finding events that may have
arbitrarily long gaps between them.

Theories of for-adverbials can be classified into two groups, which I will
review here schematically as Theory A and Theory B. Theory A predicts that
all indefinites in the scope of for-adverbials should covary, while Theory
B predicts that none of them should. Neither of these theories turns out
to account for the facts by itself. I will propose to account for the limited
covariation by adding a distributivity operator to Theory B. Roughly these two
kinds of theories (but without the distributivity operator) are also discussed
by Zucchi & White (2001). In my discussion of the two classes of theories I
will use two shorthands, regular and atelic, to hide some complexities that
do not affect the main point of comparison. I will explain these shorthands
below.
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On Theory A, the meaning of a for-adverbial can be represented as some-
thing like (76):

(76) �for an hour� (Theory A)
= λV∃t[hours(t) = 1 ∧ regular(t) ∧

∀t′[t′ is a very short part of t → ∃e[V(e) ∧ τ(e) = t′]]]

Theory A says that a for-adverbial is represented as a universal quantifier
over very short subintervals of a regular interval, a bit as if it was the tem-
poral counterpart of every. By contrast, Theory B says that a for-adverbial
is represented in a way that passes the denotation of the verb phrase up
unchanged as long as it is both regular and atelic. On Theory B, the meaning
of a for-adverbial can be represented as in (77) (I write λe : φ. ψ for the
partial function that is defined whenever φ holds, and that maps e to ψ
whenever it is defined):

(77) �for an hour� (Theory B)
= λVλe : regular(τ(e))∧ atelice(V). V(e) ∧ hours(τ(e)) = 1

Theory A is somewhat similar to the influential theory of for-adverbials
in Dowty 1979. However, there is an important difference because Dowty
analyzes for-adverbials as universal quantifiers over subintervals rather than
over instants. These do not have to be proper subintervals, so the predicate
is required to hold at the entire interval described by the for-adverbial, in
addition to all of its subintervals. A similar theory, in which for-adverbials
quantify over “relevant” subintervals (whatever that may mean), is found in
Moltmann 1991. Theory B is found in various forms in Krifka 1989a,b, 1998.
It is explicitly defended against Theory A in Kratzer 2007.

Let me now explain what I mean by the shorthands regular and atelic.
The first shorthand, regular, stands for a theory that regulates the amount of
discontinuity that for-adverbials can tolerate (Vlach 1993). Even when we keep
the verb and adverbial constant, this amount can vary considerably from one
case to another, subject to pragmatic constraints. This is illustrated in the
following pair of examples (Barbara Partee p.c. in Vlach 1993). Sentence (78a)
requires Mary to sleep almost continuously; sentence (78b) is compatible with
an ordinary sleeping pattern of about eight hours a day.

(78) a. Mary slept for a week.
b. Mary slept in the attic for a week.
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These constraints ultimately need to be addressed by any theory of for-
adverbials, and there are a few that do so (Piñón 1999, Landman & Rothstein
2012a,b). I will not discuss these theories here because this issue is not central
to the following discussion. Still, I will carry the shorthand regular along as a
reminder that this part will need to be filled in.

The shorthand atelic encodes the principal requirement of for-adverbials.
I argue in Champollion 2017: Chapters 5 & 6, that it can be formulated in terms
of stratified reference as in (57), with a dimension and a granularity parameter,
just like the theory of distributivity presented here. The requirement can be
formulated in a way that is similar to the meaning postulate in (42), except
that the dimension and granularity parameters involved are set to τ and to
the set of proper parts of the temporal trace of the event in question. When
this is spelled out, it amounts to the following (Champollion 2015a):

(79) Atelicity requirement on V
atelice(V)

def= e ∈ ∗λe′[V(e′) ∧ τ(e′) < τ(e)]
(The V -ing event e consists of V -ing parts whose runtimes are shorter
than its own.)

The behavior of indefinites in examples like (65) and (66), some of which are
repeated in (80), is surprising on Theory A, where a for-adverbial for an hour
is interpreted as at each very short part of the relevant interval:

(80) a. I dialed a wrong phone number for five minutes. = (65a)
b. ??John found a flea for a month. = (66a)

On Theory A, in order to account for this behavior the indefinite would
have to be interpreted with wide scope over the for-adverbial. In (80b), the
resulting interpretation is pragmatically odd because it is unusual to find the
same flea repeatedly. The narrow-scope interpretation would be much more
plausible, but it is not available out of the blue. One might try to account for
these facts by stipulating obligatory quantifier raising of the indefinite above
the for-adverbial, as suggested by Krifka (1998). But this will not work in
German, a surface-scope language whose for-adverbials behave as in English,
as we have seen in (68) (Kratzer 2007). Moreover, if for-adverbials forced all
indefinites in their syntactic scope to move and take semantic scope above
them, then every day should not be able to prevent this from happening in
this case, contrary to what we have seen in (71a) (Zucchi & White 2001). Thus,
obligatory quantifier raising is not an option.
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Neither Theory A nor Theory B is able to account for the limited ability
of indefinites to covary in the scope of for-adverbials, at least not without
further modifications. In a nutshell, Theory A predicts that they should
always covary and Theory B predicts that they should never covary. On
Theory A, the scopal behavior of for-adverbials is surprising when compared
with the familiar scopal behavior of the universal quantifier every. In contrast
to every, which can take scope anywhere in its clause, for-adverbials always
seem to take narrow semantic scope with respect to singular indefinites in
their syntactic scope, except in cases like (71a) through (75). Thus the ability
of for-adverbials to give rise to quantifier scope ambiguities is much more
limited than we would expect. Theory B, on the other hand, is not a good fit
either, because by itself it predicts no scope ambiguities at all.

Clearly, neither of the two classes of theories can model the covariation of
indefinites while taking the role of context into account. The first part of the
paper has already introduced the tool we need to account for contextually
limited covariation: a nonatomic distributivity operator. I will assume that
this operator can intervene between the verb phrase and the for-adverbial in
the same way as overt adverbs like every day/hour/month, and with a similar
effect on the behavior of indefinites in their scope. In a nonatomic domain like
time, atomic distributivity is not an option; so when the dimension parameter
of the distributivity operator involved is instantiated to τ (runtime), its
granularity parameter cannot be set to Atom. I assume that nonatomic levels
of granularity such as day and month are only available when they are salient,
just as in the case of Schwarzschild’s nonatomic Part operator. On this view,
then, indefinites that seem to covary with a for-adverbial actually covary with
a covert Part operator.

I will now implement my proposal by extending Theory B with a temporal
version of the Part operator, which is related to the notion of a contextually
determined partition that originated independently in Moltmann 1991 and
in Deo 2009. These accounts place the anaphoricity on context into the for-
adverbial itself. This approach is also advocated in Deo & Piñango 2011. I
have argued elsewhere that it is the distributivity operator and not the for-
adverbial that is anaphoric on context (Champollion 2013). As we have seen,
the Part operator introduces a contextual variable that is resolved to a cover.
I will identify this cover with the granularity parameter day/hour/month.

Let us first consider cases where Theory B works without modifications,
namely those in which the indefinite does not covary. Given our background

15:45



Lucas Champollion

assumptions, Theory B immediately predicts that the indefinite in (65b),
repeated here as (81), must involve reference to a single cart.

(81) John pushed a cart for an hour. = (65b)

This prediction is obtained based on the representation in (82) of the denota-
tion of the verb phrase push a cart, which assumes lexical cumulativity as in
(36):

(82) �push a cart� = λe[∗push(e) ∧ cart(theme(e))]
(True of any pushing event or sum of pushing events whose theme is
one and the same cart.)

Even though the verbal denotation push is pluralized here, the predicate
cart is not pluralized. That is, the verb phrase only applies to events whose
theme is exactly one cart, even if these events may be sums of other events.
In connection with the entry (77), it predicts that the entire event over which
sentence (81) existentially quantifies must have a single cart as its theme:

(83) �John pushed a cart for an hour�
= ∃e : regular(τ(e)) ∧ atelice(λe′[∗push(e′) ∧ cart(theme(e′))]).
[∗agent(e) = j ∧ ∗push(e) ∧ cart(theme(e)) ∧ hours(τ(e)) = 1]
(Defined if and only if push a cart is atelic. If defined, true if and only
if there is a regular pushing event whose theme is one cart, whose
agent is John, and whose runtime measures one hour.)

Lexical cumulativity accounts for the behavior of achievement verbs like find
even though these verbs are normally understood to have very short runtimes
(Kratzer 2007). For example, a sentence like (84) (repeated from (66a)) is now
predicted to entail that there was a finding event e which lasted a month and
whose theme is a flea.

(84) �??John found a flea for a month�
= ∃e : regular(τ(e)) ∧ atelice(λe′[∗find(e′) ∧ flea(theme(e′))]).
[∗agent(e) = j ∧ ∗find(e) ∧ flea(theme(e)) ∧ months(τ(e)) = 1]
(Defined if and only if find a flea is atelic. If defined, true if and only if
there is a regular finding event whose theme is one flea, whose agent
is John, and whose runtime measures one month.)

The lexical cumulativity assumption allows this finding event to consist of
several individual findings, which may have very short runtimes. It allows
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phrasal predicates like find a flea to involve reference to plural events only
to the extent that the verb predicate (find in this case) already does so.
The object a flea is not affected by pluralization and continues to involve
reference to a singular flea. This means that sentence (84) requires a single
flea to have been found repeatedly over the course of a month.

The formula in (84) does not require John to have been searching unin-
terruptedly at every moment of the month, since the runtimes of events may
be discontinuous. I assume that the function months maps a discontinuous
interval to the same number as the smallest continuous interval that contains
it.

Without further modifications, Theory B predicts that a singular indefinite
in the scope of for-adverbials should always involve reference to a single
entity, consistent with what we have seen in the examples in (65) but contrary
to what we have seen in examples (73), (74), and (75). The only criterion that
distinguishes these two groups of examples is the availability of a supporting
context. We observed an analogous effect in Section 3, when we considered
the following examples:

(85) a. The shoes cost fifty dollars (i.e., per pair). = (23)
b. The suitcases weigh fifty pounds. = (24)

Let me now add a distributivity operator to Theory B that is anaphoric
on a contextually salient temporal cover. This will allow context to rescue
examples like (73), (74), and (75), in the same way as examples like (85a)
involve a distributivity operator over shoes which is anaphoric to a salient
cover of the collection of shoes in question. Out of the blue, predicates like
find a flea in examples like (66a) are unable to distribute over days for the
same reason that also prevents predicates like weigh fifty pounds in examples
like (85b) from distributing over pluralities of suitcases. Both would need a
Part operator in order to distribute, but that operator is not licensed out of
the blue.

The distributivity operator in Section 4 was relativized to two parameters:
a thematic role, which was always set to agent or theme for the examples
we considered, and a level of granularity, which was assumed to be either
atomic or provided by context. I assume that the thematic role parameter
can also be set to τ, or runtime. Given that we take time to be a nonatomic
domain, setting the thematic role parameter to τ should be incompatible
with setting the granularity parameter to Atom. To put it differently, there is
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no atomic-level distributivity operator for time. Only the Part operator can
distribute over time.

Let us now instantiate the Part operator in (55) with suitable dimension
and granularity parameters. I will instantiate the dimension parameter as τ .

(86) Definition: Event-based temporal Part operator
�Partτ,C�

def= λVλe[e ∈ ∗λe′(V(e′) ∧ C(τ(e′)))]
(Takes an event predicate V and returns a predicate that holds of
any event e which consists entirely of events that are in V and whose
runtimes satisfy the contextually salient ‘cover predicate’ C .)

The insertion of this temporal instantiation of Part can be seen as a repair
strategy that shifts the meaning of a predicate in order to satisfy the atelicity
presupposition of a for-adverbial. For example, take a pill by itself is punctual
and telic, an achievement predicate in the terminology of Vendler 1957. Even
lexical cumulativity does not change this fact, since no two such events
can involve the same pill. But after the operator in (86) has been applied,
the shifted predicate is now iterative. Depending on the value to which the
variable C of this operator is resolved, this shifted predicate can be roughly
paraphrased as take a pill every day, or take a pill every hour, etc., except
that such overt quantifiers lack the context-sensitivity of (55) and come with a
consecutivity requirement I will discuss shortly. This kind of predicate can be
empirically and formally shown to be atelic. Empirically, these predicates are
atelic because they are compatible with for-adverbials, as shown by examples
like (87), adapted from (71a).

(87) The patient took a pill every day for a month.

Formally, under an appropriate definition of atelicity formulated in terms of
strata theory, as in (79), it can be proved that any predicate that results from
the application of the Part operator is atelic (Champollion 2010b). Roughly,
the proof says that when atelicity is formulated as in (79), an atelic predicate
must have exactly the properties that the output of the temporal Part operator
in (86) has, so long as the cover predicate is fine-grained enough.

We are now ready to explain the difference between examples (66a) and
(73), repeated here:

(88) Uttered out of the blue:
??John found a flea for a month.
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(89) Context: discussing daily pill intake
The patient took two pills for a month and then went back to one pill.

In example (89), I assume that the verb phrase take two pills has the following
denotation prior to the application of the distributivity operator:

(90) �take two pills�
= λe[∗take(e) ∧ ∗pill(∗theme(e)) ∧ |∗theme(e)| = 2]

This predicate applies to events in which a total of two pills are taken. It
cannot combine directly with the for-adverbial because it is not atelic. The
operator in (86) can be used as a repair strategy, provided that it is available.
In (89), this is the case, because there is a salient level of granularity in the
context and C can be resolved to it. That is, (89) is uttered in a context that
makes salient a set of intervals that are no longer than a day — either the
set λt.days(t) ≤ 1 or one of its subsets. This is as opposed to (88), which
is uttered in a default context that does not contain anything that C can be
resolved to.

This explains the contrast between (88) and (89). But how does (89)
acquire its meaning? I have suggested that it involves the application of
Partτ,λt.days(t)≤1 to its verb phrase. The result of this operation is given in (91):

(91) Partτ,λt.days(t)≤1(λe[∗take(e) ∧ ∗pill(∗theme(e)) ∧ |∗theme(e)| = 2])
= λe. e ∈ ∗λe′(∗take(e′) ∧ ∗pill(∗theme(e′)) ∧ |∗theme(e′)| = 2

∧ days(τ(e′)) ≤ 1)
(True of any plural event that consists of one or more events of taking
two pills which each take place within a day.)

This predicate combines with for a month and then with the patient. Under
plausible assumptions about the compositional process (see Champollion
2010b, 2016), and omitting the atelicity requirement for clarity, the result is
the following:

(92) ∃e : regular(τ(e)). ∗agent(e) = the.patient ∧ months(τ(e)) = 1 ∧
e ∈ ∗λe′(∗take(e′) ∧ ∗pill(∗theme(e′)) ∧ |∗theme(e′)| = 2

∧ days(τ(e′)) ≤ 1)
(There is a regular plural event that consists of one or more events of
taking two pills which each take place within a day. Its agent is the
patient, and its runtime measures a month.)
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This formula is verified by a regular plural event that unfolds over the course
of a month. The subformula days(τ(e′)) ≤ 1 makes sure that each of the
taking-two-pills events e′ takes place within a day. The pairs of pills covary
with the days, even though there is no predicate such as every day explicitly
mentioned in the sentence.

While I have not specified the pragmatic mechanism that supplies the
value of the granularity parameter of Part in (91), it is instructive to try
substituting various predicates for its actual value λt.days(t) ≤ 1. Some
potential values are unavailable for various reasons. For example, the predi-
cate Atom is not available in the temporal domain because natural language
semantics does not have access to temporal atoms (von Stechow 2009). Other
potential values are unavailable because they denote times which are too
long (in relation to the interval introduced by the for-adverbial) to satisfy
the presuppositions of the for-adverbial (Champollion 2010b, 2017). Finally,
predicates that are not salient in the given context will be unavailable because
the granularity parameter is taken to be anaphoric (Schwarzschild 1996).

To be sure, sentence (89) conveys more than the literal truth conditions
expressed in (92). For example, while (92) is true in a scenario where the
patient’s daily pill intake is more than two, (89) typically conveys that the
pill intake is exactly two. I assume that this is a scalar implicature. When
generated in the scope of universal quantifiers and related operators, im-
plicatures raises various theoretical issues; for an overview and discussion,
see Schlenker 2016: §22.2. Likewise, (89) implicates that there were no days
at which the patient took no pills. This too is arguably an implicature since
for some speakers it can be canceled, while inserting every day leads to a
contradiction:

(93) John used to take one pill at dinnertime. Then his prescription was
doubled, and . . .

a. . . . he took two pills for a month, but he didn’t stick to this regimen
every day, so he didn’t recover as quickly as he should have.

b. . . . #he took two pills every day for a month, but he didn’t stick
to this regimen every day, so he didn’t recover as quickly as he
should have.

While judgments are variable, this contrast points to a possible difference
between the Part operator and overt distributing expressions like every day.
These expressions appear to have stronger truth conditions than Part in
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that they entail that relevant events occur on consecutive days, while Part
only implicates this. Accordingly, the truth conditions in (92) do not require
consecutivity, only regularity. I come back to the semantics of every day at
the end of this section and in Champollion 2016.

The strategy I have adopted here — Theory B plus a distributivity operator
anaphoric on context — links the covariation ability of indefinites in the scope
of for-adverbials to the presence of a salient temporal predicate. As we have
seen, previous classes of theories lack this link. Theory A type accounts
place no constraints on covariation, while theory B type accounts prevent it
altogether.

The present system does not predict that all quantifiers take wide scope
over for-adverbials. We have seen above that bare noun phrases do not take
wide scope with respect to for-adverbials, because they denote algebraically
closed predicates. This is illustrated in the following minimal pair, repeated
here from (69a) and (88):

(94) a. John found fleas (on his dog) for a month. OK
b. ??John found a flea (on his dog) for a month. odd out of the blue

As discussed in Section 3, I assume that the denotation of a bare plural like
fleas is the algebraic closure of its singular form, essentially one or more
fleas. Due to lexical cumulativity, the bare plural in a predicate like find fleas
stands in a cumulative-like relation to each of the subintervals over which
the for-adverbial quantifies. Sentence (94a) does not entail that any one flea
has been found several times, only that there is a plural month-long interval
over the course of which one or more fleas were found. This is entailed by the
following representation of the denotation of (94a), where fleas is interpreted
in situ as a predicate that applies to the theme of the verb:

(95) �John found fleas for a month�
= ∃e : regular(τ(e))∧ atelice(λe′[∗find(e′) ∧ ∗flea(∗theme(e′))]).
[∗agent(e) = j ∧ ∗find(e) ∧ ∗flea(∗theme(e)) ∧ months(τ(e)) = 1]
(Defined if and only if find fleas is atelic. If defined, true if and only if
there is a regular finding event whose theme is a set of fleas, whose
agent is John, and whose runtime measures one month.)

The definedness condition of this sentence is fulfilled since find fleas is atelic
by most definitions of atelicity (Dowty 1979, Krifka 1998, Champollion 2010b,
2017). Given lexical cumulativity, any event in virtue of which (94a) is true can
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consist of several individual findings. No distributivity operator is needed.
This observation is parallel to the argument about meaning postulates in
Lasersohn 1989. I discussed this argument in Section 3 in connection with
sentences like (17) and (22), repeated here as (96a) and (96b):

(96) a. Rodgers, Hammerstein, and Hart wrote musicals. nonatomic
b. Rodgers, Hammerstein, and Hart wrote a musical. *nonatomic

The system presented here explains the contrast in (96) in the same way as
the contrast in (94). In both cases, lexical cumulativity causes the sentence
with the bare plural object to exhibit nonatomic lexical distributivity. And in
both cases, the sentence with the singular indefinite object does not exhibit
nonatomic phrasal distributivity because the lack of supporting context
means that the nonatomic distributivity operator Part is not available.

The idea that covariation of singular indefinites is due to the insertion of
a covert operator finds additional support in the observation that covarying
singular indefinites take extra time to process compared with bare plurals, as
discussed in Deo & Piñango 2011. Reading time increases at the for-adverbial
in (97a) compared with (97b) in self-paced reading tests conducted by Todor-
ova et al. (2000). The indefinite in (97a) is able to covary, that is, it involves
reference to more than one large check.

(97) a. Even though Howard sent a large check to his daughter for many
years, she refused to accept his money.

b. Even though Howard sent large checks to his daughter for many
years, she refused to accept his money.

On the view presented here, example (97a) involves the covert presence of
a Part operator but example (97b) does not. This kind of contrast can be
explained if we assume that the retrieval of an antecedent for the anaphoric
variable C in the Part operator leads to a higher processing load. I take
examples like (97a) to show that anaphoricity is built into the distributivity
operator rather than into the for-adverbial, contrary to Deo & Piñango (2011).

I have not yet explained why overt interveners like every day can cause
singular indefinites in the scope of for-adverbials to involve reference to
multiple entities, as in these examples, repeated here from (71):

(98) a. John found a flea on his dog every day for a month.
b. Jim hit a golf ball into the lake every five minutes for an hour.
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The answer is simple: it is the overt universal quantifier in these sentences
that causes indefinites in its scope to covary with it, and not the for-adverbial.
(The indefinite can in turn escape the scope of the universal quantifier by
taking scope above the sentence; the resulting reading is plausible in (98b)
but not in (98a).)

This universal quantifier plays a similar role to the Part operator in
(86). For this reason, and for other reasons discussed in Champollion 2016, I
propose to analyze every day analogously to that operator, with the following
modifications (and the analysis of every five minutes is similar). First, every
day hardwires the granularity parameter to the value λt[days(t) ≤ 1] instead
of retrieving it anaphorically from context. Second, as we have seen, every
day entails that no relevant day is left out, while the Part operator merely
implicates this.

The output of every day must satisfy the atelicity requirement imposed
by the for-adverbial. This would not be the case, for example, if we let every
day universally quantify over a fixed set of days. The underlined formula
in (99) ensures that every day in some consecutive span is the runtime of
a relevant event, and it satisfies the atelicity requirement by existentially
quantifying over that span rather than fixing it.

(99) �every day� def= λVλe[e ∈ ∗λe′(V(e′) ∧ days(τ(e′)) ≤ 1) ∧
∃t.continuous(t) ∧
∀t′. [t′ ≤ t ∧ days(t′) = 1→ ∃e′. e′ ≤ e∧ V(e′)∧ τ(e′) ≤ t′]]

(Takes an event predicate V and returns a predicate that holds of
any event e which consists entirely of events that are in V and whose
runtimes are at most one day long, in such a way that no day in a
consecutive span of days is left out.)

While this entry induces covariation in indefinites as desired, it is only a
sketch and raises avenues for further research. For example, one could try to
derive the requirement that days be consecutive from general properties of
domain restriction (see e.g., Stanley & Szabó 2000, Schwarz 2009: Chapter 3).
Those properties might perhaps also capture the fact that every day quanti-
fies over a set that is maximal in some salient way but that can be bounded
by temporal adverbials and tense. For example, in (98a), every day quantifies
over some set of past days that are all contained within the same month. A
proper account of every day must be integrated into an account of temporal
dependencies (Pratt & Francez 2001, von Stechow 2002, Champollion 2011b).
Furthermore, making (99) compositional would need more work, whether
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we build on classical accounts of every or on the event-based treatment in
Champollion 2016. Either way, one would need to determine the source of the
consecutivity requirement of every day, which has no obvious counterpart in
ordinary cases of universal quantification such as every dog. The behavior
of pluractional adverbials like day after day, dog after dog, etc., might be
relevant here (Beck & von Stechow 2007).

To sum up this section, there are two kinds of theories of the scopal
effects of for-adverbials on indefinites: those that predict indefinites can
always covary, and those that predict that they never do. The first kind of
theory overgenerates and the second kind undergenerates. I have solved
this puzzle by transferring the cover-based approach to distributivity in
Schwarzschild 1996 into the temporal domain. Adopting Neo-Davidsonian
event semantics with its parallel treatment of arguments and adjuncts made
this transfer easy. On the resulting account, it is not the for-adverbials that
induce covariation but contextually dependent distributivity operators. These
operators are similar in this respect to overt quantifiers like every day, which
induce covariation when they intervene between the for-adverbial and the
indefinite.

7 Conclusion

This paper has presented a theory of covert distributivity in natural lan-
guage. Covert phrasal distributivity has been at the center of a long debate
as to whether it always involves distribution over atoms (Lasersohn 1989,
Winter 2001) or whether it can also involve distribution over pragmatically
salient nonatomic entities (Gillon 1990, Champollion 2010b). The framework
developed here combines ideas from algebraic semantics (Link 1983) and
Neo-Davidsonian event semantics (Parsons 1990), which exposes thematic
roles to the compositional process. I have suggested that distributivity op-
erators are parametric on thematic roles and, in certain cases, on salient
predicates such as covers. I have suggested two divisions of labor, one be-
tween meaning postulates and distributivity operators and the other one
between semantics and pragmatics, that account for the limited availability of
nonatomic distributivity. This provides an advantage over theories in which
nonatomic distributivity is freely available, those in which it is not available
at all, and those where its availability does not depend on the difference
between lexical and phrasal distributivity. I have extended this account to
the temporal domain, where it predicts the limited availability of indefinites
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to covary in the scope of for-adverbials. This provides an advantage over
theories that predict such indefinites to always covary and those that predict
them to never covary. I have reformulated the atomic distributivity operator
D of Link 1987 and the cover-based nonatomic distributivity operator Part of
Schwarzschild 1996 in algebraic event semantics in a way that makes the sum
event available for further modification by arguments and adjuncts, which
was not the case in previous implementations.

I have integrated these operators into the stratified reference framework,
in which distributivity has two parameters. The first parameter specifies the
dimension or thematic role that is targeted, which may also be runtime. The
second parameter specifies the granularity or size of the distributed entities.
Stratified reference allows us to connect the present theory of distributivity
more broadly to aspect and measurement (Champollion 2010b).

I have empirically distinguished lexical and phrasal distributivity. Fol-
lowing earlier work, I have suggested that lexical distributivity should be
modeled by the lexical cumulativity assumption (Lasersohn 1989, Kratzer
2007). In keeping with the observation that nonatomic phrasal distributivity
exists but requires supporting context to surface, I have suggested that this
fact motivates the possibility of a nonatomic granularity parameter setting
for the distributivity operator. I have assumed that this happens so rarely
because the operator is anaphoric on its context with respect to this pa-
rameter (Schwarzschild 1996). Examples like (23), repeated as (100a), have a
nonatomic reading because there is a salient nonatomic level of granularity,
while examples like (24), repeated as (100b), do not have such a reading. I
have extended this parallel to the temporal domain, where I have argued
that a salient level of granularity provides a way for the indefinite in (89),
repeated as (101a), to involve reference to different sets of two pills, while
such a reading is not present in (101b).

(100) a. The shoes cost fifty dollars (i.e., per pair).
b. The suitcases weigh fifty pounds.

(101) a. The patient took two pills for a month (i.e., per day).
b. ??John found a flea for a month (i.e., per day).

This concludes the first of two papers about distributivity in algebraic event
semantics. The second paper, Champollion 2016, turns to overt distributi-
vity. Across languages, overt phrasal distributivity is often expressed via
adverbials and adnominals, such as English each and German jeweils (Zim-
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mermann 2002). Such items differ with respect to whether they are restricted
to distribution over individuals mentioned in the same sentence (like D), or
whether they can also distribute over pragmatically salient occasions that
need not have been explicitly mentioned (like Part). This parallel to the D and
Part operators is central to Champollion 2016.
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